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**KEY POINTS**

• In this study, we present ACPred-Fuse, a powerful bioinformatics tool for the identification of anti-cancer peptides.

• In ACPred-Fuse, we introduce a feature representation learning algorithm that enables to learn informative features from multi-view feature space.

• Feature analysis demonstrates that class information, probabilistic information, and sequential information, are complementary to the performance improvement for anti-cancer peptide prediction.

• Benchmarking comparison shows that ACPred-Fuse significantly outperforms several state-of-the-art predictors.

• We establish a web server implementing ACPred-Fuse, which is publicly accessible at <http://server.malab.cn/ACPred-Fuse>.

**Abstract**

Fast and accurate identification of the peptides with anti-cancer activity potential from large-scale proteins is currently a challenging task. In this study, we propose a new machine learning predictor namely ACPred-Fuse that can automatically and accurately predict protein sequences with or without anti-cancer activity in peptide form. Specifically, we establish a feature representation learning model that can explore class and probabilistic information embedded in ACPs by integrating a total of 29 different sequence-based feature descriptors. In order to make full use of various multi-view information, we further fused the class and probabilistic features with handcrafted sequential features and then optimized the representation ability of the multi-view features, which are ultimately used as input for training our prediction model. By comparing the multi-view features and existing feature descriptors, we demonstrate that the fused multi-view features have more discriminative ability to capture the characteristics of ACPs. In addition, the information from different views is complementary for the performance improvement. Finally, our benchmarking comparison results showed that the proposed ACPred-Fuse is more precise and promising in the identification of ACPs than existing predictors . To facilitate the use of the proposed predictor, we built a web server, which is now freely available via <http://server.malab.cn/ACPred-Fuse>.
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**Introduction**

Cancer remains the major cause of death killing millions of people every year and it is caused by the growth and spreading of abnormal cells without control. The International Agency for Research on Cancer (IARC) estimated that 12.7 million new cancer cases and 7.6 million cancer deaths occurred worldwide during 2008 [[1-3](#_ENREF_1)]. For cancer treatment, conventional chemotherapy is currently a common way. However, it usually has an adverse effect on normal cells, resulting in that the treatment effect is not that good [[4](#_ENREF_4)]. Moreover, the traditional chemotherapy approach is very expensive. New treatment options are therefore highly demanded for symptoms relieving and ultimately the eradication of the disease [[5](#_ENREF_5)]. Anti-cancer peptides (ACPs), with 5 to 30 amino acids long, have become potential therapeutic agents that address the shortcomings of the traditional chemotherapy, opening a promising perspective for cancer treatment [[5](#_ENREF_5), [6](#_ENREF_6)]. ACPs have some exceptional advantages. For example, ACPs are naturally occurring biologics, and hence are safer. In addition, ACPs are cationic in nature, which makes them selectively kill cancer cells by interacting with the anionic cell membrane components of cancer cells [[7](#_ENREF_7), [8](#_ENREF_8)]. Moreover, as compared to traditional anti-cancer drugs, ACPs have greater efficacy, selectivity, and specificity [[9](#_ENREF_9)]. Therefore, it is fundamentally important to identify ACPs especially from large-scale protein sequences that are generated by next-generation sequencing techniques.

Experimental identification can help to precisely determine whether the peptides have anti-cancer activity or not, but experimental approaches are usually time-consuming and cost-ineffective. It is not appropriate for high-throughput identification of ACPs. Subsequently, more recent research efforts are focused on developing data-driven computational methods like machine learning to identify ACPs. For machine learning based methods, the regular way is to specify the features of ACPs first, and then train a prediction model based on the features to automatically predict the peptides are more likely to be ACPs or non-ACPs. Therefore, how to characterize the discriminative features between ACPs and non-ACPs is becoming extremely important for accurate identification. In this regard, many computational efforts have been done. Notably, most of them aim to extract features from protein primary sequences only. Various sequence-based features have been proposed, including amino acid composition, dipeptide composition, and binary profile of pattern, etc. [[10](#_ENREF_10), [11](#_ENREF_11)]. Based on different sequence-based features, researchers have developed a variety of predictors. For example, using Support Vector Machine (SVM) as classification algorithm and protein relatedness measure as features, Vijayakumar et al. developed a prediction tool namely ACPP (Anti-Cancer Peptide Predictor) to assess query proteins for the presence of any apoptotic domains or not and then to predict anti-cancer activity in proteins [[12](#_ENREF_12)]. Chen et al. proposed a sequence-based predictor called iACP by optimizing the g-gap dipeptide components [[9](#_ENREF_9)]. Wei et al. proposed a novel predictor named ACPred-FL that can automatically extract and learn a set of informative features from a feature pool of support vector machine-based models trained using sequence-based feature descriptors[[13](#_ENREF_13)]. More recently, they further improved the performance by introducing more sequential information into their feature representation learning model, and established a generic predictor called PEPred-Suite for therapeutic peptides including anti-cancer peptides [[14](#_ENREF_14)]. Besides, there are other commonly used methods developed specific for the ACP prediction, such as AntiCP [[10](#_ENREF_10)], MLACP [[15](#_ENREF_15)], and Hajisharifi’s method [[16](#_ENREF_16)], etc. Although the progress has been made by existing predictors, the overall predictive performance is still not satisfactory enough for real therapeutic applications.

In this study, we proposed a novel predictor called ACPred-Fuse. To improve the predictive performance, we further improved the feature representation learning scheme to generate the discriminative distribution information from two aspects: predicted class and probability. To further boost the feature ability, we sufficiently combined multi-view information together, like the class label, prediction probability, and sequential information that benefit the prediction of ACPs. The experimental results show that the multi-view features have the most discriminative ability as compared with single-view features and existing feature descriptors. Moreover, we compared our ACPred-Fuse with six state-of-art predictors, and the comparison results showed that the ACPred-Fuse method is significantly superior to existing prediction tools, demonstrating it has great potential to a useful tool to predict ACPs.

**Methods and materials**

**Datasets**

In this study, we used the same dataset collected in our previous study [[17](#_ENREF_17)]. The positive dataset contains experimentally validated ACPs and the negative dataset is composed of anti-microbial peptides (AMPs). They collected experimentally validated ACPs (in Fasta format) from three main resources including Chen’s work [[9](#_ENREF_9)], Tyagi’s work [[10](#_ENREF_10)] and the largest ACP database CancerPPD [[18](#_ENREF_18)] as positive samples. To be specific, the positive dataset includes 138 samples from Chen’s work, 225 from Tyagi’s work, and 2849 from CancerPPD, respectively. Regarding the negative dataset, the AMPs which have proven to not have anti-cancer activity were considered as non-ACPs. Notably, to avoid over-estimation in performance by the homology bias, the sequence identity in both the positive and negative datasets were reduced to 0.8 using the CD-HIT [[19](#_ENREF_19)] program. Finally, the dataset containing 332 ACPs (positives) and 1023 non-ACPs (negatives).

To sufficiently measure the specificity of the predictor, we collected more other non-ACPs in addition to the negative dataset above. Our procedure for collecting non-ACPs is done as follows. Firstly, we collected protein sequences that don’t have any anti-cancer property from Swiss-Prot [[20](#_ENREF_20)]. The sequences are then fused into a long sequence, which was randomly spliced to yield the negative samples. By doing so, a total of 2,000 sequences were randomly selected and added to the dataset constructed by Wei et al. [[17](#_ENREF_17)]. Notably, we also used the CD-HIT program [[19](#_ENREF_19)] with a threshold of 0.8 to reduce the sequence identity of the dataset, ultimately yielding 332 ACPs and 2878 non-ACPs in our dataset.

***Training dataset****.* In order to train and evaluate the performance of the predictive model, we used 250 ACPs derived from the training dataset in Wei's study [[17](#_ENREF_17)] as the positive training samples. As for negative training samples, we randomly picked 125 non-ACPs from Wei’s study and 125 non-ACPs from the negative set generated in this study. To this end, a balanced training dataset is yielded.

***Independent test dataset.*** The use of an independent test dataset is to verify the generalization capability of the predictive model. Therefore, we constructed a test dataset that includes the remaining 82 ACPs from the positive dataset and the remaining 2628 non-ACPs in the negative set.

**Feature representation learning**

In our previous work, we first introduced the concept of feature representation learning[[13](#_ENREF_13), [14](#_ENREF_14), [21](#_ENREF_21)]. Inspired by the work, we further improved the feature representation learning scheme as shown in Figure 1. The procedure of the feature representation learning scheme is described in detail below.

In the first step, we constructed a feature pool. We used 29 different sequence-based feature encoding algorithms, as listed in Table 1. The details of all the feature algorithms can be found in Supporting Information. Through tuning the feature parameters, we yielded a total of 114 different types of feature descriptors. Notably, most of feature descriptors can capture only global sequential information based on full-length sequences. To explore local sequential information, we extracted features based on local sequences, instead such as the N-terminus (denoted as NT), C-terminus (denoted as CT), and the combination of NT and CT (denoted as NTCT) of the sequences.

In the second step, we used the Random Forest (RF) [[22](#_ENREF_22)] classifier to train the 114 feature descriptors respectively and build respective basic models. For each data sample, each well-trained model can provide us the probabilistic information and label information, respectively. The probabilistic information is the predicted confidence of the given sample, while the class information is the predicted label. Afterwards, by separately integrating the probabilistic information and the class information from all the 114 models, we obtained two 114-dimensional (114-D) feature vectors. Subsequently, the two newly formed 114-D features are optimized by MRMD (Maximal Relevance and Maximal Distance) approach and the SFS (sequential feature search) method. To be specific, the features are sorted according to their classification importance using the MRMD (Maximal Relevance and Maximal Distance) approach, and the sequential feature search (SFS) method is used to select the best feature subset for the generated probabilistic and class features, respectively.

In the final step, we combined the best individual feature descriptor from the basic feature pool with the optimal probabilistic features and class features to form multi-view features. Likewise, we further did the similar feature optimization procedure as the second step did and yielded the optimal features as our prediction model’s input.

**Feature selection based on Maximal Relevance and Maximal Distance**

Here we used the MRMD (Maximal Relevance and Maximal Distance) method for feature selection [[23](#_ENREF_23), [24](#_ENREF_24)]. The MRMD method is mainly for calculating the feature importance and ranking the features based on the feature importance. It can measure not only the relevance between features and their target classes but also the redundancy (also denoted as distance) between features themselves. In MRMD, the more important features have the better trade-off between maximum relevance and minimum redundancy. How to quantitatively measure the relevance and the redundancy is described as follows.

The relevance between features (*f*) and their target classes (*c*) is measured by Pearson Correlation Coefficient (PCC). To maximize the relevance, it is computed as:

where and ; N represents the number of features in the feature descriptor; represents the *k*-th value of the feature vector ; represents the *k*-th value of the target class vector c.

To measure the distance (or redundancy) of two feature vectors, we used the Euclidean distance function, which is calculated as:

where M is the number of samples in the feature descriptor; represents the Euclidean distance function, which is represented by:

Then use the correlation function and the distance function to calculate the maximum correlation and distance, which is represented by:

By applying the MRMD method to our feature set, we can obtain a ranked list of features, where the higher ranked features have a better trade-off between maximum correlation and minimum redundancy. On other words, higher the feature ranks, more important it is.

**Random Forest (RF)**

Random forest is one of the most powerful machine learning algorithms. It has been extensively used in many fields of computational biology [[25-28](#_ENREF_25)]. In this work, we also employed Random Forest (RF) algorithm to build our prediction models [[22](#_ENREF_22)]. The RF algorithm is kind of ensemble learning. It relies on the voting strategy of multiple decision trees to determine the final classification result. The details of RF can be referred to [[22](#_ENREF_22)]. In this study, the implementation of the RF algorithm was done in Python 2.7. It’s worth noting that the tree number is the main parameter in RF. To optimize the performance of RF, we tuned the tree number with a range of 100~500 followed by the step-size of 20. Especially for each feature descriptor, we trained and tuned to yield an optimized RF model. The optimal parameters for the RF models trained with different feature descriptors can be found in Supporting Information. Moreover, for feature selection, we also did the parameter optimization as well. The difference is that the parameter range is 50~500, while the step-size is 1. Detailed results of the parameter optimization can be also found in Supporting Information.

**Performance measurement**

To measure the performance, we used four metrics widely used in machine learning for two-class prediction problems, including Sensitivity (SE), Specificity (SP), Accuracy (ACC), and Matthew's correlation coefficient (MCC). The formulas of the four metrics are as follows:

where TP (True Positive) is the number of real ACPs predicted as real ACPs; TN (True Negative) is the number of non-ACPs predicted as non-ACPs; FP (False Positive) is the number of non-ACPs predicted as real ACPs. FN (False Negative) is the number of real ACPs predicted as non-ACPs. The SE and SP metrics measure the predictive power of the predictor for positive and negatives, respectively. The other two metrics, ACC and MCC, measures the overall performance of the predictor. In addition, we also used AUC (Area Under Curve) as the additional overall performance metric. AUC is defined as the area enclosed by the ROC (Receiver Operating Characteristic) curve and the coordinate axis. The higher score AUC achieves, the better performance the predictor is. To further compute the statistical significance in performance between two different predictive methods, we used the DeLong test [[29](#_ENREF_29)] which was implemented in MedCalc [[30](#_ENREF_30)].

**Results and discussion**

**Feature selection results**

In this study, we did the feature selection for the class and probabilistic features using the MRMD and SFS method, respectively. The MRMD is used to rank the features based on their classification importance and the SFS is used to determine the best feature subset. The feature selection results for the probabilistic and class features were illustrated in Supplementary Figure 1A and 1B, respectively. The detailed feature selection results can be also found in Supporting Information.

For the class features, as the feature number increases, the AUC of the prediction model reaches to a maximum of 0.881 while the ACC achieved 79.6% when the feature number 105. As the feature number reaches to 107, the ACC reaches a maximum of 80.6% while the AUC decreases to 0.875. Therefore, we determined the feature subset as the optimal when the feature number is 107, as it gives more balance between the ACC and AUC. Similarly, as for the probabilistic features, we found that when the feature number increases to 36, the ACC reaches a maximum of 81.6% and the corresponding AUC value is 0.878. When the feature number reaches to 96, the AUC achieves a maximum of 0.887, but the value of ACC drops to 80.6%. Accordingly, the 36 features are chosen as the best feature subset for the probabilistic features.

**Comparison of the class features, probabilistic features, and individual feature descriptors.**

To verify the effectiveness of our feature representation learning algorithm, we compared the features generated based on the class information and probabilistic information with existing sequence-based feature descriptors. In our feature representation learning framework, we used 29 sequence-based feature encoding approaches. By varying the feature parameters, we yielded a total of 114 different feature descriptors. The cross-validation results of all the feature descriptors are presented in Supporting Information. Among the 114 feature descriptors, we chose the top three feature descriptors [ZSC(NT=10), CTDC, and AAC(NT=9)] to compare with the class features (F107\_c) and the probabilistic features (F36\_p). Table 2 presents the cross-validation results for all the compared features. As seen in Table 2, the SEs of the three individual feature descriptors are 74.0%, 71.6%, and 68.4%, while the SEs of the class features (F107\_c) and the probabilistic features (F36\_p) descriptors are 76.0% and 76.4%, respectively. The improvement in SE is significant. In terms of SP, the class and probabilistic features are also slightly better than the other three individual feature descriptors. Therefore, the overall performance by the two model-generated features got improved. Specifically, using the class information, we boosted the ACC to 80.6% and AUC to 0.875. leading the three compared feature descriptors by 2% - 7.6% in ACC and 0.026-0.039 in AUC. Likewise, the probabilistic information is also helpful for the performance improvement. The generated probabilistic features improve the ACC by 3% - 8.6% and the AUC by 0.029 - 0.042 as compared with the best three exiting feature descriptors. In all, it demonstrates that the class and probabilistic information generated in the feature representation learning scheme can effectively improve the prediction performance.

To better interpret the feature space distribution, we adopted t-distributed Stochastic Neighborhood Embedding (t-SNE) [[31](#_ENREF_31)] to visualize and compare the feature space distribution of the two model-generated features and existing feature descriptors. The distribution is shown in Figure 2. It can be seen that either the probabilistic features or the class features can more clearly separate the positives from the negatives in space distribution than existing features. This demonstrates that the model-generated information is more effective to capture the difference between the positives and negatives. In addition, we further studied the classification contribution of the two feature descriptors, respectively. Table 3 presents the top ten important features that affect the predictive performance of the class and probabilistic feature descriptors. As shown in Table 3, the rankings for the top ten features between the two feature descriptors are different. This indicates that using different information, the features showed different importance for the classification.

**Fusing multi-view features improves the predictive performance**

To train the predictive model, we fused three features from different perspectives: (1) the class feature vector - F107\_c, (2) the probabilistic feature vector – F36\_p, and (3) the best individual sequence-based feature descriptor - ZSC (NT = 10). After combing the three features, we obtained a new feature vector of 193 dimensions, which we further did the feature optimization on by using MRMD and the SFS method. Figure 3A depicts SFS curve regarding the feature selection results of the multi-view features. It can be seen that as the number of features increases, the performance is steadily improved. When the feature number is increased to 174, the ACC and AUC are 82.4% and 0.882, respectively, achieving the best overall performance. Detailed results of feature selection using the SFS method can be found in Supporting Information.

Next, we investigated whether different views of features can be complementary to the performance improvement. We compared the multi-view features (denoted as F\_fuse) with three single-view features [ZSC(NT=10), F107\_c, and F36\_p]. The comparison results are illustrated in Figure 3B. We can observe that the F\_fuse improves the performances of single-view feature descriptors in terms of all the four metrics (ACC, AUC, MCC, SE, and SP), demonstrating that the different-view information are complementary to each other to improve the predictive performance.

**Comparison of the proposed predictor and existing predictors on cross-validation test**

To evaluate the predictive performance of the proposed ACPred-Fuse, we compared its performance with five state-of-the-art predictors, including AntiCP, Hajisharifi’s method, iACP, ACPred-FL, and PEPred-Suite. It is worth noting that we employed two prediction models of AntiCP for comparison. One is called AntiCP\_ACC trained with amino acid composition while the other is namely AntiCP\_DC trained with dipeptide composition. For fair comparison, they were trained with the same training dataset used in this study, and the performances were evaluated by 10-fold cross-validation. The cross-validation results are presented in Table 4.

As shown in Table 4 and Figure 4A, we observed that the performance of our proposed ACPred-Fuse is significantly better than other predictors in four out of five metrics (SE, MCC, AUC, and ACC). Specially, the SE and ACC of our predictor are 77.2% and 82.4%, respectively, which are 4.6% - 20% and 2% - 11.8% higher than other predictors. Although our SP is not the highest, it is slightly worse than the best SP of PEPred-Suite, only by 0.4% lower. Additionally, we used the ROC curve to compare the performance of ACPred-Fuse with other state-of-the-art predictors. As seen in Figure 4B, ACPred-Fuse is superior to other predictors in AUC, which is 0.022 - 0.073 higher than existing predictors. Furthermore, to analyze how reliable the compassion is, we computed the statistical significance between the proposed ACPred-Fuse and other predictors in terms of AUC. It can be seen also from Table 4 that our predictor is significantly better as compared with other predictors. These results indicate that ACPred-Fuse is capable of identifying ACPs more precisely than existing predictors.

**Comparison of the proposed predictor and existing predictors on independent test.**

To validate the robustness of ACPred-Fuse, we further tested and compared their performances using an independent test set (containing 82 ACPs and 2628 non-ACPs). To make the comparison fair, we used the same training dataset for model training. Figure 4C illustrates the performances of ACPred-Fuse and the six prediction models, while Figure 4D shows their corresponding ROC curves. Table 5 lists their detailed independent test results. As seen from Table 5, Figures 4C and 4D, we observed similar results with that under cross-validation test. That is, our predictor significantly outperforms the compared existing predictors for the independent test, with only one exception, which is that the proposed ACPred-Fuse is competitive with PEPred-Suite. Overall, the independent test results confirm that our predictor can better discriminate real ACPs from non-ACPs than existing predictors. However, we have to say that the above independent results might not 100% reflect their predictive performance in real applications mainly due to the limit of the positive number, which is relatively small for a reliable independent test. It can be anticipated that with the increment of experimentally validated ACPs, the evaluation and comparison would be more precise.

**Conclusion**

In this work, we have developed a new predictor called ACPred-Fuse that establishes an effective predictive model to identify ACPs. In this predictor, we have proposed a more informative feature representation scheme by integrating and learning from multi-view features. We have compared the proposed multi-view features with existing feature descriptors and single-view features. Our comparison results showed that the multi-view features can more effectively distinguish ACPs from non-ACPs than existing feature descriptors and single-view features, demonstrating the information from multiple views is complementary to each other, contributing to the performance improvement. To validate the performance of our ACPred-Fuse, we have evaluated and compared it with the state-of-art predictors using both cross validation test and independent test. Benchmarking comparison results demonstrate that the proposed predictor is more effective and promising for identifying ACPs. Moreover, we have also established a user-friendly web server for the convenient use of our predictor by a wider research community. We anticipate that ACPred-Fuse will be a useful tool for discovering new potential ACPs in a high-throughput and cost-effective manner. In future work, we will try other methods, such as deep learning [[32-34](#_ENREF_32)] and parallel computation techniques [[35-38](#_ENREF_35)], for more precise and efficient prediction.
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**Figure legends**

**Figure 1.** **Flowchart of the proposed feature representation learning scheme.** There are three main steps. Firstly, we built a feature pool by varying the feature parameters based on 29 different feature encoding algorithms. Each feature descriptor is subsequently trained with RF classifier, generating class and probabilsitc information, respectively. Secondly, the resulting class probabilistic information are separately combined to form two feature vectors. Afterwards, we did the feature selection by using MRMD and SFS methods, obtaining the corresponding optimal feature subset. Finally, the two optimal feature subsets are merged with sequential features to form the multi-view features, the representation ability of which are further optimized. The resulting features are used to train the prediction model.

**Figure 2.** **T-SNE distribution of the three best individual feature descriptors,** probabilistic **features, and class features.** (A-C) denote the distribution of the three individual feature descriptors: ZSC(NT=10), CTDC, and AAC (NT=9), respectively; (D) denotes the distribution of the class features (F107\_c); (E) denotes the distribution of the probabilistic features (F36\_p).

**Figure 3. Predictive performance of our multi-view feature descriptor.** (A) SFS curves of our multi-view features in terms of ACC and MCC for the feature selection. (B) Performance comparison of our feature descriptor with its single-view feature descriptor evaluated with ten-fold cross validation.

**Figure 4.** **Performance comparison of our proposed ACPred-Fuse and state-of-the-art predictors.** (A) 10-fold cross-validation results of the proposed ACPred-Fuse and existing prediction models on the training dataset; (B) The ROC curves of the proposed ACPred-Fuse and existing prediction models on the training set; (C) Independent test results of the proposed ACPred-Fuse and existing six prediction models on independent test sets; and (D) The ROC curves of the proposed ACPred-Fuse and existing prediction models on the independent test set.

Table 1. Summary of 29 sequence-based feature descriptors.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Order** | **Feature descriptors** | **Description** | **Dimension** | **References** |
| 1 | **Amino acid composition (AAC(N=1))** | Appearance number of 20 different amino acids | 20-dimensional | [[39](#_ENREF_39)] |
| 2 | **Amino acid composition (AAC(N=2))** | Appearance frequency of 20 different amino acids | 20-dimensional | [[39](#_ENREF_39)] |
| 3 | **Grouped amino acid composition (GAAC)** | Physicochemical properties of amino acids | 5-dimensional | [[39-41](#_ENREF_39)] |
| 4 | **Di-Peptide Composition (DPC)** | Dipeptide composition | 400-dimensional | [[42](#_ENREF_42)] |
| 5 | **Grouped Di-Peptide Composition (GDPC)** | Physicochemical properties of dipeptides | 25-dimensional | [[40](#_ENREF_40)] |
| 6 | **Gap dipeptide composition (GGAP)** | Gap dipeptide composition (the range of parameter *g* is 1~4) | 400-dimensional | [[43](#_ENREF_43)] |
| 7 | **Adaptive skip dipeptide composition (ASDC)** | Adaptive skip dipeptide composition | 400-dimensional | [[43](#_ENREF_43), [44](#_ENREF_44)] |
| 8 | **Tri-Peptide Composition (TPC)** | Tripeptide composition | 8000-dimensional | [[39](#_ENREF_39)] |
| 9 | **Grouped Tri-Peptide Composition (GTPC)** | Physicochemical properties of tripeptides | 125-dimensional | [[39](#_ENREF_39), [40](#_ENREF_40)] |
| 10 | **Composition (CTDC)** | Percentage of particular amino acid property groups | 39-dimensional | [[45-47](#_ENREF_45)] |
| 11 | **Transition**  **(CTDT)** | Percentage of mutual conversion in amino acid properties | 39-dimensional | [[45-47](#_ENREF_45)] |
| 12 | **Distribution**  **(CTDD)** | Distribution of amino acid properties in sequences | 195-dimensional | [[45-47](#_ENREF_45)] |
| 13 | **Composition, Transition and Distribution (CTD)** | Distribution of amino acid properties in sequences | 63-dimensional | [[45-47](#_ENREF_45)] |
| 14 | **188-dimensional feature (188D)** | Distribution of amino acids and physicochemical properties | 188-dimensional | [[48](#_ENREF_48)] |
| 15 | **Composition of k-spaced Amino Acid Pairs** | Composition of k-spaced amino acid pairs | 2400-dimensional | [[40](#_ENREF_40)] |
| 16 | **Composition of k-Spaced Amino Acid Group Pairs (CKSAAGP)** | Composition of k-spaced amino acid group pairs | 150-dimensional | [[40](#_ENREF_40)] |
| 17 | **Conjoint Triad (CTriad)** | Conjoint Triad | 343-dimensional | [[49](#_ENREF_49)] |
| 18 | **K-Spaced Conjoint Triad (KSCTriad)** | K-Spaced Conjoint Triad | 343-dimensional | [[40](#_ENREF_40)] |
| 19 | **Dipeptide Deviation from Expected Mean (DDE)** | Dipeptide Deviation from Expected Mean | 400-dimensional | [[42](#_ENREF_42)] |
| 20 | **Twenty-Bit Features (BIT20)** | Binary profiles for amino acids  with N-terminal approach (NT) (the value of NT is from 1 to 10) | 20×NT-dimensional | [[43](#_ENREF_43), [50](#_ENREF_50), [51](#_ENREF_51)] |
| 21 | **Twenty-One-Bit Features (BIT21)** | Binary code for the physicochemical properties of amino acids  (NT) | 21×NT-dimensional | [[51](#_ENREF_51), [52](#_ENREF_52)] |
| 22 | **Overlapping Property Features (OLP)** | Binary code for classification of amino acid physicochemical properties  (NT) | 10×NT-dimensional | [[51](#_ENREF_51), [53](#_ENREF_53)] |
| 23 | **Information Theory Features (IT)** | Sequence information theory  (NT) | 3-dimensional | [[51](#_ENREF_51), [54](#_ENREF_54)] |
| 24 | **AAindex (AAIN)** | Public index of the physicochemical properties  (NT) | 531×NT-dimensional | [[51](#_ENREF_51), [55](#_ENREF_55), [56](#_ENREF_56)] |
| 25 | **BLOSUM62 (BLO)** | Encode according to the BLOSUM62 matrix  (NT) | 20×NT-dimensional | [[40](#_ENREF_40), [41](#_ENREF_41), [51](#_ENREF_51)] |
| 26 | **Z-Scale (ZSC)** | Five physicochemical properties to characterize each amino acid  (NT) | 5×NT-dimensional | [[51](#_ENREF_51), [57](#_ENREF_57)] |
| 27 | **Amino acid composition (AAC(NT))** | The amino acid composition (Probability) (NT) | 20-dimensional | [[39](#_ENREF_39), [51](#_ENREF_51)] |
| 28 | **Amino acid composition (AAC(NTCT))** | The amino acid composition (Probability)  N+C-terminal approach (NTCT) (the value of NTCT is 5~10) | 20-dimensional | [[39](#_ENREF_39), [51](#_ENREF_51)] |
| 29 | **Grouped amino acid composition (GAAC(NTCT))** | Physicochemical properties of amino acids  (NTCT) | 5-dimensional | [[39-41](#_ENREF_39), [51](#_ENREF_51)] |