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# 选题背景和意义

## 选题背景

当前各类综合业务信息系统需求瞬息万变，用户对软件的研制周期要求也越来越短，传统的开发模式已经很难快速响应用户使用需求。为了解决上述问题，部门项目组以综合业务信息系统快速构建为需求，为需求分析及软件设计开发等人员提供一套快速设计、高效构建的可视化开发平台——综合业务信息系统可视化开发平台。

目前，综合业务开发平台是在单机环境下运行的，为了满足今后的业务需求，现计划由单机环境扩展到多机分布式环境，这时就需要解决开发平台上的代码一致性问题。

## 选题意义

为了实现从单机环境扩展到多机环境的组织结构，必须进行开发平台的分布式环境建设，那么怎样做到平台中程序代码的同步呢？很明显，这就是一致性问题了，针对不同的应用场景，给出的解决办法是否也需要做出相应的改变呢，怎样做到同时兼顾不同的应用场景呢？从20世纪80年代起，对于一致性算法的研究就没有停止过，将一致性算法应用在不同的场景中，一直是分布式系统中的重要问题。

解决一致性问题需要一致性算法的支持。在过去十几年里，Paxos基本成为了分布式领域内一致性协议的代名词，Google的粗粒度锁服务Chubby的设计开发者Burrows曾经说过：“所有一致性协议本质上要么是Paxos要么是其变体”。基于Paxos协议的一致性算法，就是Paxos算法。受到Paxos算法的启发并且为了应对不同的应用场景，还滋生出了许多不同于Paxos的一致性算法。而且Paxos协议只是单纯解决多节点写入问题，且写入后不可更改，它的强一致性会导致系统的可用性降低，所以为了能将Paxos算法应用到分布式平台中也必须做出改进。

最后，为了维持不同应用场景下分布式开发平台的代码一致性，本文将使用多Agent技术实现在不同应用场景下一致性算法的实时选取切换，进行基于规则的代码一致性智能决策研究。

# 国内外发展动态

Paxos算法是莱斯利·兰伯特（Leslie Lamport）于1990年提出的一种基于消息传递的一致性算法[1-2]。Paxos算法解决的问题是一个分布式系统如何就某个值（决议）达成一致。一个典型的场景是，在一个分布式数据库系统中，如果各节点的初始状态一致，每个节点执行相同的操作序列，那么他们最后能得到一个一致的状态。为保证每个节点执行相同的命令序列，需要在每一条指令上执行一个“一致性算法”以保证每个节点看到的指令一致。一个通用的一致性算法可以应用在许多场景中，是分布式计算中的重要问题。因此从20世纪80年代起对于一致性算法的研究就没有停止过。节点通信存在两种模型：共享内存（Shared memory）和消息传递（Messages passing）。Paxos 算法就是一种基于消息传递模型的一致性算法。

不仅仅是分布式系统中，凡是多个过程需要达成某种一致的场合都可以使用Paxos算法。一致性算法可以通过共享内存（需要锁）或者消息传递实现，Paxos 算法采用的是后者。Paxos算法适用的几种情况：一台机器中多个进程/线程达成数据一致；分布式文件系统或者分布式数据库中多客户端并发读写数据；分布式存储中多个副本响应读写请求的一致性。

虽然Paxos的理论提出已经20多年了，从第一个Paxos的工业实现到现在也已经12年了，但是直到近几年，无论是顶级会议，还是业内会议，与Paxos相关的文章和项目还是层出不穷。转向业内，真正工业级的、独立的Paxos基础库还是相当的少见：

（1）Google并没有开源任何Paxos基础库(连包含Paxos的项目都没有开源过)。

（2）Facebook也没有公布过包含Paxos的产品。

（3）Apache有Zookeeper，但是其协议并不能支持一个高吞吐的状态机复制，且并没有提供独立的第三方库，可供快速接入。

（4）在Github上，能找到的Paxos的独立库，star最高的是腾讯开源的phxpaxos。

因此到目前为止，业内还鲜有成熟可靠的，可供快速使用的独立第三方的Paxos库，开源的Paxos生态也尚未成熟。2006年Google发布了三篇论文，其中在Chubby锁服务[3]使用Paxos作为Chubby Cell中的一致性算法，Paxos的人气从此一路狂飙。Mysql版本5.7.17推出XCOM（MySQL Group Replication），借鉴了Galera的思想，在MySQL上构建了分布式强一致集群的插件。2016年，腾讯推出的基于Paxos协议的独立库phxpaxos，它和MySQL结合后推出了phxsql项目，也是基于MySQL实现的分布式强一致MySQL集群。2017年，阿里巴巴数据库团队面向高性能、全球部署以及阿里业务特征等需求，实现了一个高性能分布式强一致的Paxos独立基础库X-Paxos，X-Paxos为AliSQL X-Cluster解决了分布式一致性问题，同样可以快速赋予其他系统分布式一致性能力。而在现今最为火爆的IT领域——区块链中，传统的一致性算法PBFT（拜占庭容错）、Paxos、Raft也成为了首选。

# 研究目标

基于所内创新基金项目——综合业务信息系统可视化开发平台，利用多台服务器搭建分布式集群，完成开发平台的分布式设计，保证分布式平台的资源共享、用户透明性、高性价比、高可靠性、高灵活性的特点，实现分布式平台的搭建。为了解决诸如单台服务器宕机、负载均衡问题等一系列隐患，以一致性算法Paxos算法为基础，并针对不同应用场景，进行Paxos算法的改进。同时，也会使用较为成熟的开源一致性算法（如Raft算法）作为不同需求下的解决方案，与改进的Paxos算法进行功能上的互补，做到应对不同场景的一致性算法实时切换，即代码一致性的智能决策。最后，做到综合业务开发平台代码一致性能有可靠的保障。

# 研究内容

## 分布式平台一致性问题研究

什么是一致性[4]？一致性是一个抽象的、具有多重含义的计算机术语，在不同应用场景下，有不同的定义和含义。在传统的IT时代，一致性通常指强一致性，强一致性也被称为原子一致性或线性一致性。他有两个要求：任何一次读都能读到某个数据的最近一次写的数据；系统中的所有进程，看到的操作顺序，都和全局时钟下的顺序一致。简言之，在任意时刻，所有节点中的数据是一样的，例如，对于关系型数据库，要求更新过的数据能被后续的访问都可见，这是强一致性。数据更新后，如果能容忍后续的访问只能访问到部分，则是弱一致性。现在主流的一致性协议一般都选择的是弱一致性的特殊版本——最终一致性。最终一致性是指系统中所有的数据副本，在经过一段时间同步后，最终能够达到一个一致的状态，不需要实时保证数据强一致。

一致性算法是用来解决一致性问题的，那么什么是一致性问题呢[5]？在分布式系统中，一致性问题是指对于一组服务器，给定一组操作，需要一个协议使得最后它们的结果达成一致。更详细的解释就是，当其中某个服务器收到客户端的一组指令时，它必须与其它服务器交流以保证所有的服务器都是以同样的顺序收到同样的指令，这样的话所有的服务器会产生一致的结果，看起来就像是一台机器一样。

## 一致性算法的选取规则研究

在分布式平台搭建成功的前提下，下面给出几点应用场景的描述并针对他们制定一致性算法的选取规则：

1. 将改进的Paxos算法作为综合业务开发平台的基本一致性算法，在通常情况下基于Paxos算法实现分布式平台的一致性。
2. 若半数以上服务器宕机，使得Paxos算法的少数服从多数的模式失效时，将改为选用Raft算法，切换为主从模式实现一致性。
3. 若发现服务器有发生动态负载均衡问题的隐患时，将改为选用Gossip算法，切换为流言传递模式实现一致性。
4. 在上述问题消除后，将切换回Paxos算法，以减少资源的浪费。

## 代码一致性的智能决策研究

在开发平台中，程序代码通常与数据息息相关。代码经过编译产生程序，它在开发平台中往往是经常变动的；而数据通常存储在数据库中，不会经常变动。本文讨论的代码一致性实际上是动态的一致性问题，不同于分布式数据库，动态的代码难以保持强一致性，为了保证系统的可用可靠，只能选择达到最终一致性。文中对综合业务信息系统可视化开发平台与改进的Paxos算法以及现有开源的一致性算法进行结合，并能在不同场景下实时切换，并通过多Agent技术实现[6-9]。

Agent是一个具有自适应性和智能性的软件实体，能代表用户或其它程序，以主动服务的方式完成一项工作。多Agent系统是多个Agent组成的集合，它的目标是将大而复杂的系统建设成小的、彼此互相通信和协调的，易于管理的系统。采用多Agent技术将多个决策方法有机地协调起来，可建立基于多Agent协调的环境决策支持系统。Agent采用基于规则的描述方法，可实现环境管理的分布式智能决策。在各异的一致性算法中进行符合规则的实时自主切换，这就是代码一致性的智能决策。

# 关键技术

## 分布式一致性理论

### 基本原则与理论

1. CAP（Consistency一致性，Availability可用性，Partition tolerance分区容错性）理论是当前分布式系统公认的理论，亦即一个分布式系统不可能同时满足这三个特性，只能三求其二。对于分布式系统，P是基本要求，如果没有P就不是分布式系统了，所以一般都是在满足P的情况下，在C和A之间寻求平衡。
2. ACID（Atomicity原子性，Consistency一致性，Isolation隔离性，Durability持久性）是事务的特点，具有强一致性，一般用于单机事务，分布式事务若采用这个原则会丧失一定的可用性，属于CP系统。
3. BASE（Basically Availabe基本可用，Soft state软状态，Eventually consistency最终一致性）理论是对大规模的互联网分布式系统实践的总结，用弱一致性来换取可用性，不同于ACID，属于AP系统。

### 两阶段提交（2PC）

2 Phase Commit，两阶段提交[10]，系统有两个角色协调者和参与者，事务提交过程分为两阶段：

（1）提交事务请求（投票阶段）

* 协调者向参与者发送事务内容，询问是否可以执行事务提交操作，等待响应。
* 参与者执行事务操作，并将undo和redo日志记录。
* 参与者回复协调者，执行成功则回Yes否则No。

（2）执行事务提交（执行阶段）

* 如果都是参与者都回复Yes，则协调者向参与者发送提交请求，否则发送回滚请求。
* 参与者根据协调者的请求执行事务提交或回滚，并向协调者发送Ack消息。
* 协调者收到所有的Ack消息过后判断事务的完成或者中断。

2PC协议用于保证属于多个数据分片上的操作的原子性。这些数据分片可能分布在不同的服务器上，2PC协议保证多台服务器上的操作要么全部成功，要么全部失败。

优点：原理简单、实现方便。

缺点：同步阻塞、单点问题、数据不一致、太过保守。

### 三阶段提交（3PC）

3 Phase Commit，三阶段提交[11]，是二阶段提交的改进，系统也有两个角色协调者和参与者，事务提交过程分为三阶段：

（1）事务询问（canCommit）

* 协调者向参与者发送一个包含事务内容的询问请求，询问是否可以执行事务并等待。
* 参与者根据自己状态判断并回复yes、no。

（2）执行事务预提交（preCommit）

* 若协调者收到全是yes，就发送preCommit请求否则发布abort请求。
* 参与者若收到preCommit则执行事务操作并记录undo和redo然后发送Ack，若收到abort或者超时则中断事务。

（3）执行事务提交（doCommit）

* 协调者收到所有的Ack则发送doCommit请求，若收到了No或者超时则发送abort请求。
* 参与者收到doCommit就执行提交并发送Ack，否则执行回滚并发送Ack。
* 协调者收到Ack判断是完成事务还是中断事务。

三阶段相对于两阶段的改善就是把准备阶段一分为二，亦即多了一个canCommit阶段，按我理解这样就类似于TCP的三步握手，多了一次确认，增大了事务执行成功的概率。而且3PC的协调者即使出了故障，参与者也能继续执行事务所以解决了2PC的阻塞问题，但是也可能因此导致集群数据不一致。

优点：降低参与者阻塞范围，并能够在出现单点故障后继续达成一致

缺点：引入preCommit阶段，在这个阶段如果出现网络分区，协调者无法与参与者正常通信，参与者依然会进行事务提交，造成数据不一致。

## Paxos算法

上面两个协议的协调者都需要人为设置而无法自动生成，是不完整的分布式协议，而Paxos就是一个真正的完整的分布式算法[12-14]。系统一共有几个角色：Proposer（提出提案）、Acceptor（参与决策）、Learner（不参与提案，只负责接收已确定的提案，一般用于提高集群对外提供读服务的能力），实践中一个节点可以同时充当多个角色。提案选定过程也大概分为2阶段：

（1）Prepare阶段

* Proposer选择一个提案编号M，向Acceptor某个超过半数的子集成员发送该编号的Prepare请求。
* Acceptor收到M编号的请求时，若M大于该Acceptor已经响应的所有Prepare请求的编号中的最大编号N，那么他就将N反馈给Proposer，同时承诺不会再批准任何编号小于M的提案。

（2）Accept阶段

* 如果Proposer收到超过半数的Acceptor对于M的prepare请求的响应，就发送一个针对[M,V]提案的Accept请求给Acceptor，其中V是收到的响应编号中编号的最大的提案值，如果响应中不包括任何提案值，那么他就是任意值。
* Acceptor收到这个针对[M,V]的Accept请求只要改Acceptor尚未对大于M编号的提案做出过响应，他就通过这个提案。

（3）Learn阶段（本阶段不属于选定提案的过程）

* Proposer将通过的提案同步到所有的Learner。

特点：Paxos协议的容错性很好，只要有超过半数的节点可用，整个集群就可以自己进行Leader选举，也可以对外服务，通常用来保证一份数据的多个副本之间的一致性，适用于构建一个分布式的一致性状态机。

Paxos算法在实际实现时还需要考虑很多问题，比如如何保证不同进程所采纳的倡议编号全局唯一且递增增长、异常处理（比如倡议者或者接受者崩溃的处理策略）、状态持久化等，所以要使用该算法就必须进行改进[15]。

## Raft算法

Raft协议相比Paxos，容错性和性能都是一致的，但是Raft比Paxos更易理解和实施[16-18]。系统分为几种角色： Leader（发出提案）、Follower（参与决策）、Candidate（Leader选举中的临时角色）。

刚开始所有节点都是Follower状态，然后进行Leader选举。成功后Leader接受所有客户端的请求，然后把日志entry发送给所有Follower，当收到过半的节点的回复（而不是全部节点）时就给客户端返回成功并把commitIndex设置为该entry的index，所以是满足最终一致性的。

Leader同时还会周期性地发送心跳给所有的Follower（会通过心跳同步提交的序号commitIndex），Follower收到后就保持Follower状态（并应用commitIndex及其之前对应的日志entry），如果Follower等待心跳超时了，则开始新的Leader选举：首先把当前term计数加1，自己成为Candidate，然后给自己投票并向其它结点发投票请求。直到以下三种情况：

* 它赢得选举
* 另一个节点成为Leader
* 一段时间没有节点成为Leader

在选举期间，Candidate可能收到来自其它自称为Leader的写请求，如果该Leader的term不小于Candidate的当前term，那么Candidate承认它是一个合法的Leader并回到Follower状态，否则拒绝请求。

如果出现两个Candidate得票一样多，则它们都无法获取超过半数投票，这种情况会持续到超时，然后进行新一轮的选举，这时同时的概率就很低了，那么首先发出投票请求的的Candidate就会得到大多数同意，成为Leader。

特点：Raft协议对Leader的选举做了详细的设计，从而保证不会有多个Leader同时存在。另外，Raft协议把Leader选举、日志复制、安全性等功能分离并模块化，使其更易理解和工程实现。

## Gossip算法

Gossip协议与上述所有协议最大的区别就是它是去中心化的，上面所有的协议都有一个类似于Leader的角色来统筹安排事务的响应、提交与中断，但是Gossip协议中就没有Leader，每个节点都是平等的[19-21]。

每个节点存放了一个key,value,version构成的列表，每隔一定的时间，节点都会主动挑选一个在线节点进行下面的过程（不在线的也会挑一个尝试）：

* 节点1发送key/version。
* 节点2比较所有的key对应的version，并返回version更高的value以及版本更低的key。
* 节点1更新本地的数据，发送上面过程中接收到的key、version以及value。

两个节点各自修改自己较为落后的数据，最终数据达成一致并且都较新。节点加入或退出都很容易。

特点：去中心化，节点之间完全对等，不需要任何的中心节点。Gossip算法一般用于各种最终一致性的领域：失败检测、路由同步、Pub/Sub、动态负载均衡。但Gossip算法的缺点也很明显，冗余通信会对网路带宽、CPU资源造成很大的负载，而这些负载又受限于通信频率，该频率又影响着算法收敛的速度。

# 论文实施计划

毕业设计任务时间划分为五个阶段：

|  |  |
| --- | --- |
| 第一阶段  （2018.09.01-  2018.10.31） | 收集整理资料，对毕设题目进行确定，对整个课题研究进行初步的了解和掌握。对收集的资料进行分类、阅读。归纳相关文献。 |
| 第二阶段  （2018.11.01-  2019.05.31） | 对所收集的材料进行系统性的学习，充分认识相关研究课题的关键难点问题。完成分布式平台的搭建，并改进Paxos算法，发表小论文。 |
| 第三阶段  （2019.06.01-  2019.10.31） | 完成其他一致性算法的调研以及编译应用。 |
| 第四阶段  （2019.11.01-  2020.01.31） | 将分布式开发平台与各种一致性算法进行结合，完成分布式平台代码一致性的智能决策。 |
| 第五阶段  （2020.02.01-  2020.03.31） | 完成毕业设计和毕业论文。 |
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