HOMEWORK 6

By- Syed Zeeshan Ali [alisz@mail.uc.edu](mailto:alisz@mail.uc.edu)

2.  Using any of the three classifiers described in this chapter, and any features you can think of, build the best name gender classifier you can. Begin by splitting the Names Corpus into three subsets: 500 words for the test set, 500 words for the dev-test set, and the remaining 6900 words for the training set. Then, starting with the example name gender classifier, make incremental improvements. Use the dev-test set to check your progress. Once you are satisfied with your classifier, check its final performance on the test set. How does the performance on the test set compare to the performance on the dev-test set? Is this what you'd expect?

#2

import nltk

#import nltk

#Define function to return last letter of the word as a feature

def gender\_features1(word):

return {'last\_letter': word[-1]}

#Import names

from nltk.corpus import names

#get names labelled as male and female

labeled\_names = ([(name, 'male') for name in names.words('male.txt')] +[(name, 'female') for name in names.words('female.txt')])

import random #random shuffle

random.shuffle(labeled\_names)

#training name 1001 till last

train\_names = labeled\_names[1000:]

#Dev test second 500 names ranging from 501 to 1000 names

devtest\_names = labeled\_names[500:1000]

#test names first 500 names

test\_names = labeled\_names[:500]

#Get train\_set which has feature and gender for each name

train\_set = [(gender\_features1(n), gender) for (n, gender) in train\_names]

#Get devtest\_set which has feature and gender for each name

devtest\_set = [(gender\_features1(n), gender) for (n, gender) in devtest\_names]

#Get test\_set which has feature and gender for each name

test\_set = [(gender\_features1(n), gender) for (n, gender) in test\_names]

#Train NaiveBayes classifier on train\_set

classifier = nltk.NaiveBayesClassifier.train(train\_set)

#print accuracy on dev\_test

print(nltk.classify.accuracy(classifier, devtest\_set))

#Define a function which uses last two letters that is it has more features than the last function

def gender\_features2(word):

return {'suffix1': word[-1:],'suffix2': word[-2:]}

#Divide train,dev test and test set same as above but using gender\_features2 function

train\_set = [(gender\_features2(n), gender) for (n, gender) in train\_names]

devtest\_set = [(gender\_features2(n), gender) for (n, gender) in devtest\_names]

test\_set = [(gender\_features2(n), gender) for (n, gender) in test\_names]

#training naivebayes classifier on the train set

classifier = nltk.NaiveBayesClassifier.train(train\_set)

#print accuracy on dev test

print(nltk.classify.accuracy(classifier, devtest\_set))

#Increase in classification accuracy

print(nltk.classify.accuracy(classifier, test\_set))

**OUTPUT:**

Accuracy of the classifier on dev\_test with gender\_features1 function which returns last letter
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Since the accuracy has improved on dev\_test we will now test the accuracy on test\_set

![](data:image/png;base64,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)

3. The Senseval 2 Corpus contains data intended to train word-sense disambiguation classifiers. It contains data for four words: hard, interest, line, and serve. Choose one of these four words, and load the corresponding data:

Using this dataset, build a classifier that predicts the correct sense tag for a given instance. See the corpus HOWTO at http://nltk.org/howto for information on using the instance objects returned by the Senseval 2 Corpus.

#3

#importing senseval package

from nltk.corpus import senseval

#getting instance of interest.pos, senseval has four different instance

instances = senseval.instances('interest.pos')

#getting 10% of the instances in size variable

size = int(len(instances) \* 0.1)

#Using size variable first 10% i.e. 236 in train\_set and rest of the 90% in train\_set

train\_set, test\_set = instances[size:], instances[:size]

#train naivebayes on train\_set

classifier = nltk.NaiveBayesClassifier.train(train\_set)

#Defining a function to return sense feature

def sense\_features(left,word,right):

return {'prefix': left[-1:]}

#Since senseval objects are not iterateable directly

#We will use below method to iterate on it and create training and then testing set

train=[] #declare train variable

#For each train\_Set

for inst in train\_set:

p = inst.position

left = ' '.join(w for (w,t) in inst.context[p-2:p])

word = ' '.join(w for (w,t) in inst.context[p:p+1])

right = ' '.join(w for (w,t) in inst.context[p+1:p+3])

senses = ' '.join(inst.senses)

#print((left, word, right, senses))

l=sense\_features(left,word,right)

train.append((l,senses)) #append left last letter and sense to train

#Training NaiveBayes Classifier on train

classifier = nltk.NaiveBayesClassifier.train(train)

test=[] #Declare test variable

#Iterating over senseval test\_set to get left word and right

for inst in test\_set:

p = inst.position

left = ' '.join(w for (w,t) in inst.context[p-2:p])

word = ' '.join(w for (w,t) in inst.context[p:p+1])

right = ' '.join(w for (w,t) in inst.context[p+1:p+3])

senses = ' '.join(inst.senses)

#print((left, word, right, senses))

l=sense\_features(left,word,right)

test.append((l,senses)) #append left last letter and sense to test

#accuracy of the classifier on test set

print(nltk.classify.accuracy(classifier, test))

**OUTPUT:**
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4. Using the movie review document classifier discussed in this chapter, generate a list of the 30 features that the classifier finds to be most informative. Can you explain why these particular features are informative? Do you find any of them surprising?

#4

#import movie\_reviews

from nltk.corpus import movie\_reviews

#get category and fileid in documents

documents = [(list(movie\_reviews.words(fileid)), category)

for category in movie\_reviews.categories()

for fileid in movie\_reviews.fileids(category)]

random.shuffle(documents) #random shuffle

#Frequency distribution of movie review words

all\_words = nltk.FreqDist(w.lower() for w in movie\_reviews.words())

#first 2000 in word\_features variable

word\_features = list(all\_words)[:2000]

#function to return contained words as feature

def document\_features(document):

document\_words = set(document)

features = {}

for word in word\_features:

features['contains({})'.format(word)] = (word in document\_words)

return features

#getting document features in a feature set variable

featuresets = [(document\_features(d), c) for (d,c) in documents]

#training and testing split

train\_set, test\_set = featuresets[100:], featuresets[:100]

#Train naive bayes classifier on train\_set

classifier = nltk.NaiveBayesClassifier.train(train\_set)

#print the accuracy on test\_set

print(nltk.classify.accuracy(classifier, test\_set))

#30 most informative features

classifier.show\_most\_informative\_features(30)

**OUTPUT:**

Surprising thing is negative ratio seems to be more than positive in the below output

classifier.show\_most\_informative\_features(30)

Most Informative Features

contains(schumacher) = True neg : pos = 12.2 : 1.0

contains(justin) = True neg : pos = 9.6 : 1.0

contains(welles) = True neg : pos = 8.3 : 1.0

contains(unimaginative) = True neg : pos = 7.6 : 1.0

contains(sexist) = True neg : pos = 7.6 : 1.0

contains(mena) = True neg : pos = 6.9 : 1.0

contains(suvari) = True neg : pos = 6.9 : 1.0

contains(shoddy) = True neg : pos = 6.9 : 1.0

contains(turkey) = True neg : pos = 6.7 : 1.0

contains(atrocious) = True neg : pos = 6.5 : 1.0

contains(singers) = True pos : neg = 6.4 : 1.0

contains(awful) = True neg : pos = 6.2 : 1.0

contains(ridiculous) = True neg : pos = 6.0 : 1.0

contains(unravel) = True pos : neg = 5.7 : 1.0

contains(bronson) = True neg : pos = 5.6 : 1.0

contains(poorly) = True neg : pos = 5.5 : 1.0

contains(ugh) = True neg : pos = 5.4 : 1.0

contains(wasted) = True neg : pos = 5.2 : 1.0

contains(surveillance) = True neg : pos = 5.0 : 1.0

contains(underwood) = True neg : pos = 5.0 : 1.0

contains(oops) = True neg : pos = 5.0 : 1.0

contains(kudos) = True pos : neg = 4.8 : 1.0

contains(miscast) = True neg : pos = 4.7 : 1.0

contains(waste) = True neg : pos = 4.7 : 1.0

contains(everyday) = True pos : neg = 4.7 : 1.0

contains(explores) = True pos : neg = 4.6 : 1.0

contains(groan) = True neg : pos = 4.6 : 1.0

contains(martian) = True neg : pos = 4.6 : 1.0

contains(bland) = True neg : pos = 4.4 : 1.0

contains(inject) = True neg : pos = 4.4 : 1.0

5. Select one of the classification tasks described in this chapter, such as name gender detection, document classification, part-of-speech tagging, or dialog act classification. Using the same training and test data, and the same feature extractor, build three classifiers for the task: a decision tree, a naive Bayes classifier, and a Maximum Entropy classifier. Compare the performance of the three classifiers on your selected task. How do you think that your results might be different if you used a different feature extractor?

#5

#Training data , dev test and testing data

train\_names = labeled\_names[1000:]

devtest\_names = labeled\_names[500:1000]

test\_names = labeled\_names[:500]

#Defining gender features function

def gender\_features(word):

return {'suffix1': word[-1:],'suffix2': word[-2:]}

#Spltting in training, dev test and test set

train\_set = [(gender\_features(n), gender) for (n, gender) in train\_names]

devtest\_set = [(gender\_features(n), gender) for (n, gender) in devtest\_names]

test\_set = [(gender\_features(n), gender) for (n, gender) in test\_names]

#Naive Bayes CLassifier training

classifier = nltk.NaiveBayesClassifier.train(train\_set)

#Decision Tree Training

classifier2 = nltk.DecisionTreeClassifier.train(train\_set)

#Maximum Entropy Training

classifier3=nltk.classify.MaxentClassifier.train(train\_set)

#Naive Baise

print("Naive Bayes")

print("dev\_test",nltk.classify.accuracy(classifier, devtest\_set))

print("test",nltk.classify.accuracy(classifier, test\_set))

print("==================")

#Decision Tree

print("Decision Tree")

print("dev\_test",nltk.classify.accuracy(classifier2, devtest\_set))

print("test",nltk.classify.accuracy(classifier2, test\_set))

print("==================")

#Maximum Entropy

print("Max Entropy")

print("dev\_test",nltk.classify.accuracy(classifier3, test\_set))

print("test",nltk.classify.accuracy(classifier3, test\_set))

print("==================")

**OUTPUT**:

Max Entropy is winning as of now in the three classifier but if we changed the feature extractor such that all test data is already covered by the training data entropy will be low in that case. Because

0 <Entropy< 1, 0 if no new words, so the higher no, of different words in test set the higher the entropy will be.
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6. The synonyms *strong* and *powerful* pattern differently (try combining them with *chip* and *sales*). What features are relevant in this distinction? Build a classifier that predicts when each word should be used.

#6

import nltk #import nltk

#returninga feature

def d\_feature(w):

return {'left': w[-1:]}

#Train\_words on correct usage

train\_words=['strong sales','powerful chip']

#All combinations of these four

words\_all=['strong chip','strong sales','powerful chip','powerful sales']

train\_words1=[] #Train words variable

#Preprocessing data before we can use it for feaure extraction

for line in train\_words:

f1,f2=line.split(' ')

train\_words1.append((f1,f2))

all\_words1=[] #All words variable

#Preprocessing data before we can use it for feaure extraction

for line in words\_all:

f1,f2=line.split(' ')

all\_words1.append((f1,f2))

#All set having feature and word

all\_set=[(d\_feature(n), wor) for (n, wor) in all\_words1]

#Train set having feature and word

tr\_set=[(d\_feature(n), wor) for (n, wor) in train\_words1]

#Traing classifier

classifier = nltk.NaiveBayesClassifier.train(tr\_set)

#Here it will only classify correct combination that;s why 0.5 accuracy

print(nltk.classify.accuracy(classifier, all\_set))

**OUTPUT:**

|  |  |  |
| --- | --- | --- |
| **FIRST WORD** | **SECOND WORD** | **USAGE** |
| Strong | Sales | **CORRECT** |
| Powerful | Chip | **CORRECT** |
| Powerful | Sales | **WRONG** |
| Strong | Chip | **WRONG** |

We will train our classifier on correct usage so when try to classify all combination we will get 0.5 accuracy, cause our feature set will recognize correct usage but it won’t recognize the incorrect usage.
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