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### Introduction

Why is this work needed? Importance statement

##### Minimum Descriptive Length

Introduction of the concept of minimum descriptive length (Grunwald 2004)

##### Fit Propensity

Extensions of MDL concept into model fit propensity (cite Hansen & Yu 2001, Preacher 2007)

##### Wes Bunnifay’s Dissertation/Pub

A key limitation of the Wes Bunnifay’s 2017 work was the data simulation methods - specifically not restricting the simulated data to datasets that are plausible (rather than data that’s wholly random noise). Another limitation is that the work is mostly conducted in FlexMIRT and the analysis code was not published with the manuscript- making it hard or impossible to fully understand the work and/or replicate.

Extend by also generating data from the space of legitimate correlation matrices (instead of random noise)

### Methods

#### Replication

Random Vector sampling of 1 million cases of 7 variables, a la Bunnifay 2017

##### Data (Simulation)

##### Analysis

Analyses are conducted in R v4.2.2 (Cite R Core team) and with the MIRT package (Cite phil chalmers)

1. EIFA: Exploratory item factor analysis
2. Bifactor model
3. DINA: deterministic input noisy and-gate
4. DINO: deterministic input noisy or-gate
5. Unidimensional 3PL

#### New work

##### Data (Simulation)

Sampling of data (n=1m?) from plausible correlation matrices (e.g., fungible or cluster packages)

##### Analysis

1. EIFA: Exploratory item factor analysis
2. Bifactor model
3. DINA: deterministic input noisy and-gate
4. DINO: deterministic input noisy or-gate
5. Unidimensional 3PL

### Results

#### Replication
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### Discussion
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