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# Abstract

The ability to regulate behavior in service of long-term goals is a widely studied psychological construct known as self-regulation. This wide interest is in part due to the putative relations between self-regulation and a range of real-world behaviors. Self-regulation is generally viewed as a trait, and individual differences are quantified using a diverse set of measures including self-report surveys and behavioral tasks. Accurate characterization of individual differences requires measurement reliability, a property frequently characterized in self-report surveys, but rarely assessed in behavioral tasks. We remedy this gap by (1) providing a comprehensive literature review on an extensive set of self-regulation measures, and (2) empirically evaluating retest reliability in this battery of measures in a new sample. We find that self-report survey measures of self-regulation have high test-retest reliability while measures derived from behavioral tasks do not. This holds both in the literature and in our sample, though the reliability estimates in the literature are highly variable. We confirm that this is due to differences in between-subjects variability. We also compare different types of task measures (e.g., model parameters vs. raw response times) in their suitability as individual difference measures, finding that certain model parameters are as stable as raw measures. Our results provide greater psychometric footing for the study of self-regulation and provide guidance for future studies of individual differences in this domain.
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# Significance Statement

Self-regulation is a psychological construct that is characterized using a broad set of measures and is thought to be related to a number of real-world outcomes. However, the reliability of many of these measures is unclear. This paper reviews the literature on reliability of self-regulation measures, and characterizes long-term retest reliability in a large sample of individuals completing an extensive battery of measures. The results show that while self-report measures have generally high reliability, behavioral task measures have substantially lower reliability, raising questions about their ability to serve as trait-like measures of individual differences.
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# \body

# Introduction

The ability to control behavior in service of goals, known as *self-regulation*, is a fundamental aspect of adaptive behavior and central to theories in nearly every area of psychology. Individual differences in self-regulatory ability are thought to be associated with a number of maladaptive behaviors in the real world, including drug abuse [(1, 2)](https://paperpile.com/c/mC6vv9/OVqtp+uS6V5), problem gambling [(3–6)](https://paperpile.com/c/mC6vv9/dZdJ6+xIuxT+SrOKu+hvLdT), and overeating [(7–9)](https://paperpile.com/c/mC6vv9/M1gvw+szOc4+2cTDy). Self-regulation is also thought to play a critical role in behavior change, bolstering the individual against temptations to revert to older behaviors [(1, 10, 11)](https://paperpile.com/c/mC6vv9/OVqtp+bSDtw+J8tAU), though its role as a moderator of behavior change has recently been challenged [(12)](https://paperpile.com/c/mC6vv9/Z8AN6). Self-regulation, when conceptualized as a personality trait, has generally been measured using self-report surveys that focus on various aspects of naturalistic behavior including impulsivity, sensation-seeking, goal-directedness, and risk-taking.

A central challenge for psychological science is to identify the psychological mechanisms that underlie self-regulatory functions. For example, behavioral tasks, often involving speeded choice responses, are commonly used to compare conditions and isolate component processes. Within cognitive psychology and cognitive neuroscience, there has been particular interest in isolating mechanisms involved in “cognitive control” [(13, 14)](https://paperpile.com/c/mC6vv9/jSLVA+2H13g). Candidate mechanisms include the ability to interrupt or preempt a particular behavior (know as *response inhibition*), the ability to rapidly switch between behavioral or task sets (known as *set shifting* or *switching*), and the ability to resist interference from irrelevant information (known as *resistance to distractor interference*). Similarly, researchers in the domain of decision making have focused on the ability to delay gratification in service of larger rewards in the future (known as *delay discounting*), which is thought to relate to a number of real world outcomes [(2, 15–17)](https://paperpile.com/c/mC6vv9/LC1TG+uS6V5+JnGY9+s3EUR). Given that tasks are intended to capture the mechanisms underlying self-regulation, they would be expected to relate to self-report surveys of self-regulation, but the evidence is mixed. [(18–20)](https://paperpile.com/c/mC6vv9/aJuYi+UlVQg+To7It).

One potential complicating factor in assessing the relation between behavioral task performance and self-report measures is that their psychometric features may differ. In particular, whereas the assessment of retest reliability is a nearly ubiquitous aspect of the development of survey measures, it is rarely assessed in the development of novel behavioral tasks. Further, when assessed in behavioral tasks, it has often been found to fall far short of the common criterion of 75% [(21–23)](https://paperpile.com/c/mC6vv9/mQCJW+GFLWY+1dIN2). Therefore, it is difficult to determine whether the weak relationship between different measures of self-regulation result from flawed theories or flawed operationalizations of self-regulation.

Here we report a large-scale examination of retest reliability across a broad set of self-report and behavioral task measures relevant to self-regulation and related psychological constructs. We collected retest data on a large battery of measures from 150 participants. These participants comprised a subset of a larger sample acquired in order to model the ontological structure of self-regulation (see [20, 24)](https://paperpile.com/c/mC6vv9/dEnge+To7It). We bolstered our dataset with an extensive analysis of the relevant literature for each measure. This allowed us to both compare our data to the literature and assess the relative reliability of data acquired online compared to in-lab samples. Although previous work suggested that data acquired online can exhibit high reliability [(25–29)](https://paperpile.com/c/mC6vv9/141d4+GWDhp+LYm8V+nhBvi+fLvbm), it has not encompassed the breadth of measures relevant to self-regulation collected here. Additionally, the use of a relatively long retest delay (2-4 months) placed the work on the timescale of many studies of behavioral change, providing information relevant to the stability of pre-post intervention comparisons of self-regulatory function. Moreover, using the raw data allowed us to characterize the underlying causes of systematic differences between measure types by isolating the sources of variance for each measure.

With our new dataset we first compared differences between measure modalities (surveys vs. tasks) and recapitulated effects we found in the literature. Then we expanded our analyses to novel comparisons. For example, we compared relative reliability of performance measures quantified using raw variables versus model-based decompositions. We fit the drift-diffusion model (DDM), which transforms raw reaction times and accuracies to the more interpretable latent variables of drift rate (processing speed), threshold (caution that captures speed-accuracy tradeoffs), and non-decision time (perceptual and response execution process).

Another dimension of interest for the behavioral task measures was whether contrast measures (subtraction of one condition from another) intended to isolate putative cognitive processes also served as good trait measures. This subtraction logic is a common strategy when using behavioral tasks, both for raw measures and model parameters. Yet, subtraction of random variables mathematically implies an increase in the contrast measures’ error variance and therefore lower retest reliability. We empirically assessed the severity of this decreased reliability for common task contrasts.

By combining an analysis of the literature with a new large dataset involving the largest battery of self-regulation measures to date, we provide a comprehensive picture of the stability of measures of self-regulation.

# Results

## Analysis of prior literature

Our literature review contained 171 dependent measures, 154 papers, 17550 participants and 583 data points on retest reliability (Fig. 1). We first tested for systematic differences between dependent measures from tasks and surveys in the literature. Studies reporting retest reliability for surveys had on average 48 more subjects than those reporting retest reliabilities for tasks (95% credible interval for difference = [28, 70]). We then examined whether sample size and retest delay (see Methods) were associated with the retest reliability of a measure. Using a model including the sample size along with an indicator variable for task vs. survey measures, we found that task measures’ reliability estimates were on average 0.139 lower compared to survey measures’ (95 % credible interval of difference = [-0.192, -0.088]; mean retest reliability for task measures in the literature = 0.610, for survey measures = 0.716) and that retest reliability decreased by 0.0001 for every additional participant in a study (95% credible interval for decrease = [-0.0002, -0.00001]). To our knowledge, this is the first documentation of such a bias in the literature with respect to reliability measures,which may reflect publication bias and/or variation in undocumented decisions taken by researchers, as discussed further below.

## Analysis of new dataset

### Data Quality Checks

To ensure data quality we conducted three tests that are described in more detailed in SI: We checked the reliability of the demographic items in our battery, the effect of retest delay on change of subject scores and the correlation between similar survey items. None of our analyses raised concerns and overall provided some degree of assurance that the participants were real people and not automated machines (which is a concern given that the data were collected using Amazon Mechanical Turk).

### Survey and behavioral task reliability in new data

We calculated 372 dependent measures for behavioral tasks and 74 for surveys. Retest reliabilities for each measure were estimated using a nonparametric bootstrap (1000 samples); statistics on these bootstrapped estimates are reported instead of point estimates. We report ICC(3,k) as the main metric of retest reliability, based on its ability to account for various sources of variance separately as outlined in the Methods[[1]](#footnote-1). The ICC, which ranges from -1 to 1, is a preferred metric for retest reliability and is not biased by sample size [(30)](https://paperpile.com/c/mC6vv9/3YkY6). Larger values mean that the two scores of a subject for a given measure are more similar to each other than they are to the scores of other subjects. None of our conclusions change using other reliability metrics. The correlation between point estimates of the different reliability metrics for each measure ranged from 0.932 to 0.980 (see Fig. S3 for scatter plots of different reliability metrics).

Mirroring the results in the literature, the average behavioral task measure reliability was 0.391 lower than the average survey measure reliability (95% credible interval for difference = [-0.451, -0.332]). While survey measures had a median ICC of 0.886 (first quartile 0.708, third quartile 0.958), cognitive measures had a median of 0.544 (first quartile -0.140, third quartile 0.843).

A quantitative explanation for the difference in reliability estimates between surveys and tasks, as recently detailed by Hedge et al. (2017), lies in the difference in sources of variance between these measures. Specifically, the ICC is calculated as the ratio of between-subjects variance versus total variance. Intuitively, measures with high between-subjects variance are better suited for individual difference analyses as they will be sensitive to the differences between the subjects in a sample. Conversely, as Hedge et al. note, behavioral tasks are generally selected on the basis of reliable group effects, which systematically selects for measures with low between-subject variance.

We find that on average 83.36% of survey measures’ variance is due to between subjects variability compared to 52.55% of behavioral task measures’ (95% credible interval of difference = [25.2, 32.1]; Fig. 5). Conversely, 18.07% of behavioral tasks variance is explained by within-subject variance compared to 5.38% of survey measures (systematic differences between sessions; 95% credible interval of difference = [10.55, 18.36]) and 22.82% by residual variance compared to 8.976% for survey measures (95% credible interval difference = [12.29, 16.69]; model includes random effects for each measure).

### Comparison of literature and new data

To compare our findings to the literature, we first sampled the same number of estimates from our bootstrapped results as we found in the literature for each measure and calculated the correlation between the sampled empirical (i.e. from our data) reliability estimates to those found in the literature. Repeating this 100 times we found that the mean correlation (Fig 2) between our empirical reliability estimates and those based on the literature was 0.274 for behavioral task measures (range = 0.235 - 0.323) and 0.138 for survey measures (range = 0.038 - 0.249).

While the relationship between the empirical and literature-derived reliability estimates seems weak, this must be contextualized by evaluating the variability of retest reliability estimates in the literature. If individual studies in the literature have similarly weak relationships to the literature-wide retest reliability for a given measure (i.e. if the variance of the reliability estimates reported in the literature for a given measure is large), this suggests a general issue of variability in retest reliability estimates across samples and not a specific issue with our sample. Therefore, we compared two types of models: (1) One where we predicted the literature retest reliability using an estimate sampled from the literature review. (2) Another where we predicted the literature retest reliability using the estimate from the new data we collected.

Fig. 3 shows that models using an estimate from the literature to predict the remaining reliability estimates from the literature are systematically better than models using the estimate from our sample. However, the decrease in variance explained using our data is only 2.95% (95% credible interval of difference = [2.78% - 3.13%]) on average, suggesting that published estimates of retest reliability in this domain are relatively noisy. This also suggests that estimating reliability using an online sample does not change conclusions compared to in-lab samples.

### Effect of task length on stability

To compare potential effects of task-specific attributes on retest reliability across tasks, we examined the relationship between the number of trials a task included and its stability. Across non-DDM[[2]](#footnote-2) measures, there was an insignificant 0.023 point change increase in reliability for each additional trial[[3]](#footnote-3) (95% credible interval of increase = [-0.011, 0.061]).

For tasks for which dependent measures are estimated using many trials one can ask whether the same measure becomes less reliable if fewer trials are used to estimate its reliability. Such analyses would provide a detailed examination of how to extract the most reliable individual difference measure from tasks with measures that have low retest reliabilities, and would address the concern that reliability might be underestimated in the present data due to insufficient numbers of trials. It could also guide researchers in choosing number of trials for long tasks in an informed manner. We provide an example of this approach in the SI; given the open access nature of the data, investigators interested in other tasks can perform similar analyses on those.

### Comparison of task measure types

Data from any given behavioral task can often be analyzed in various ways, yielding different types of dependent measures. We compare raw measures of response times and accuracies to parameters of the drift diffusion model, which addresses speed-accuracy tradeoffs and offers more interpretable latent variables from a rich literature in mathematical and experimental psychology [(31, 32, 33)](https://paperpile.com/c/mC6vv9/hvdGf+JtOPi). There are different fitting procedures within this class of models. We chose two approaches to DDM: EZ-diffusion [(34)](https://paperpile.com/c/mC6vv9/jtWtJ) and hierarchical drift diffusion model (HDDM) [(35)](https://paperpile.com/c/mC6vv9/HIOq8).

The EZ-diffusion method is a set of closed-form expressions that transform mean RT, variability of RT, and accuracy to drift rate, threshold, and non-decision time. The HDDM uses hierarchical Bayesian modeling to allow simultaneous estimation of both group and individual subject parameters. We compare the reliability estimates of raw measures (response times and accuracies) to DDM parameter estimates. Both types of measures can also be ‘contrast’ and ‘non-contrast.’

We found that estimates of non-contrast measures (Fig. 6) are on average 0.356 points more reliable than estimates of contrast measures (95% credible interval of difference = [0.311, 0.406]). This is not surprising given the summing of the variance in the difference score. Of concern, however, is the fact that contrast measures had low to no reliability (mean = 0.245, SD = 0.242) compared to the moderate reliability of the non-contrast measures (mean = 0.601, SD = 0.183). This is particularly alarming given their common use in cognitive psychology as putative trait measures of cognitive constructs and predictors of real-world outcomes.

Although individual measures from tasks are not appropriate for individual difference analyses this does not preclude other ways of using them as trait measures. One way to do this is to use a data-driven approach to integrate them and extract scores that may be more stable though not necessarily more predictive of real-world behaviors. An example of this using the same dataset reported in this paper is detailed in Eisenberg et al. [(20)](https://paperpile.com/c/mC6vv9/To7It/?noauthor=1): Factor scores computed at both time points using the same linear combination of dependent measures correlated highly with each other for 5 task factors (*M* = .81, min = .76, max = .86) and 12 survey factors (*M* = .86, min = .75, max = .95). Yet despite adequate reliability for both task and survey factors, only surveys predicted a significant amount of variance in real-world behaviors out of sample (average R2 = .10) whereas tasks did not, either as factors or as separate dependent measures (average R2 = .02)

### Effect of survey length on stability

Mirroring the task analysis, we examined the relationship between the number of items in a survey and its stability. Each additional item used in the calculation of a subscale was associated with an insignificant 0.001 increase in retest reliability (95% credible interval = [-0.001, 0.004]) though as with tasks, surveys could also be analyzed in more detail using item response theory or more sophisticated models given the open availability of the data.

# Discussion

This report provides a systematic characterization of the reliability of self-report and behavioral task measures of the construct of self-regulation. We first summarized the prior literature on the retest reliability of different types of self-regulation measures. We found that while psychometric studies of survey measures have larger sample sizes than task measures, reliability estimates generally decreased with sample size. On the one hand, this might suggest that smaller studies afford researcher's more control over their measurement, leading to higher reliability. On the other hand, larger sample sizes might be more reflective of the truly lower stability of measures; Hopkins [(30)](https://paperpile.com/c/mC6vv9/3YkY6/?noauthor=1) suggests that studies of retest reliability with samples smaller than 50 should be treated as pilot studies for this reason. Studies with smaller samples are more prone to yield variable reliability estimates and coupled with publication bias might inflate the results in the literature. The majority of the results in the literature, particularly those on tasks, have sample sizes in the <50 range. Our new data acquisition had a large sample size and found relatively low reliability of behavioral tasks, consistent with the results from the literature.

Second, we contextualized new results from our battery of self-regulation measures using an extensive literature review. We estimated the general reliability of the literature's own estimates of the retest reliability of self-regulation. This provided a sense of the "noise ceiling" of reliability studies, and a reference point for the expected relationship between any two sets of reliability estimates. Because the literature reliability estimates lacked a strong coherence for many measures, their low correlations with our reliability estimates led to a less than 3% decrease in the predictability of prior literature, suggesting that the results reported on the new dataset here are not far outside what one would expect from the literature.

## Systematic differences in the reliability of self-regulation measures

Literature analysis and our data show that measures of self-regulation that are based on self-report surveys have higher retest reliability than behavioral task measures because of higher between subject variance for survey measures compared to task measures. This suggests that survey measures are more appropriate as trait-level measures suitable for individual difference analyses. Exploratory analyses on task measures suggested that the reliability of DDM parameters did not significantly differ from the reliability of raw measures like response times and accuracy. Researchers may therefore prefer drift diffusion measures given their interpretability.

Revisiting a longstanding question on the reliability of contrast scores, we confirm that they are less reliable than their components in this study. Measures of differences in response times between conditions have lower reliabilities due to correlations between the two measures used in the creation of the difference score [(36, 37)](https://paperpile.com/c/mC6vv9/ZEwGX+h6Inn) and the increase in the variance through subtraction. The novel and concerning point of this finding is that many cognitive measures of interest in the self-regulation literature are contrast measures that have low to no reliability.

## Implications of low reliability for behavioral task measures

Although our conclusion that task measures of self-regulation are less suitable for individual difference analyses might be disappointing, especially in the face of many lines of work showing correlations between these measures and problematic real-world behaviors, it should not be surprising. As Hedge and colleagues [(38)](https://paperpile.com/c/mC6vv9/4DBuR/?noauthor=1) argue, behavioral tasks designed with the subtraction logic to isolate specific cognitive processes become well-established in the literature precisely for their low between-subject variability, which necessitates that they will have low retest reliability. For example, one might repeatedly find a significant Stroop effect (difference in the response times between the congruent and incongruent conditions) in samples measured multiple times, even while the relative distribution of individual response times for the subjects differ. In other words, the task might have low between subject variability and high within subject (between session) variability resulting in low test-retest reliability. This does not invalidate the existence of the Stroop effect but does undermine its suitability as a trait measure. Detailed analyses of sources of variance (within versus between subjects) provides researchers with a priori hypotheses on which measures to expect significant changes in different experimental designs. MacLeod et al. [(39)](https://paperpile.com/c/mC6vv9/PMR3p/?noauthor=1) provide an example where they hypothesize that one of three attentional networks from the ANT task is best suited for detecting significant changes in within-subjects designs due to its low within-subject variance but least suited for detecting significant changes in between-subject designs due to its high between-subject variance. Furthermore, task measures can be integrated using data-driven approaches to extract factor scores that are more stable and potentially more suitable for trait-like treatment. Using this approach, we indeed found more stable dependent measures, though they were not more predictive of real-world behaviors [(20)](https://paperpile.com/c/mC6vv9/To7It).

On the other hand, different psychometric properties of measures serve different purposes. For example, while high retest reliability is desirable for measures that will be used in trait-like characteristic analyses, it is neither a necessary nor a sufficient condition for the responsiveness of a measure to capture change over time [(40)](https://paperpile.com/c/mC6vv9/IXrnc). Although our results provide practical guidelines for researchers interested in these measures they do not answer how these measures relate to the construct of “self-regulation.” While the retest reliability of a measure has consequences on the limits of its correlation with other measures, specifically for any two variables the correlation between them must be smaller than the square root of the reliability of each measure [(36, 41, 42)](https://paperpile.com/c/mC6vv9/ZEwGX+CKaZb+Iht5n), the question of validity remains a separate one that we address in related work [(20)](https://paperpile.com/c/mC6vv9/To7It).

## Conclusions

Self-regulation is a central construct in many theories of behavior and is often targeted by interventions to reduce or control problem behavior. Our study of self-report and task measures of self-regulation suggests stability in many self-report measures and less stability in behavioral task measures. We hope that these analyses and open data provide guidance for future individual difference work in self-regulation.

## Materials & Methods

## Sample

Participants in this study were a subset from a larger study of self-regulation [(24)](https://paperpile.com/c/mC6vv9/dEnge) conducted on Amazon Mechanical Turk (MTurk). Invitations were sent to 242 of 522 participants (52% female, age: mean = 34.1, median = 33, range = 21-60) who had satisfactorily completed the first wave of data collection between July and September 2016. The final sample for the retest study consisted of 150 participants (52.7% female, age: mean = 34.5, median = 33, range = 21-60) whose data passed basic quality checks as described in Table S1. The sample size was specified prior to data collection based on financial constraints. Instead of inviting all 522 eligible participants at once we invited randomly selected subsets of participants in small batches. This addressed preferentially sampling the most motivated, prompt subjects who may systematically differ from the full sample. Each batch was given a week to complete the battery. Data collection for the second wave took place between November 2016 and March 2017. The mean number of days between the two waves was 111 days (median = 115 days ; range = 60-228 days). Of the 242 participants invited 175 participants started the battery and 157 completed the battery. This study was approved by the Stanford Institutional Review Board (protocol IRB-34926).

The data collection platform as well as the details of the data analysis pipeline including links to analysis scripts and interactive visualizations are listed in the SI.

## Literature review

The literature review was conducted on Google Scholar, which was chosen for its breadth. Our strategy consisted of the following steps: (1) Manually check the reference article for a given task or survey (i.e. the article that described the task or survey for the first time) for retest reliability data. (2) Search within the full text of the articles that cite the reference article for the term ‘retest.’ (3) Examine each of these resulting articles up to the first 100 results ordered by the number of times they have been cited. (4) Scan the abstract and the methods sections of each article to determine whether the article reports original empirical retest results. (5) Extract the empirical results from the Results section making sure to include the following information: (a) the type of retest reliability statistic, (b) the magnitude of the statistic, (c) the dependent measure the retest reliability data pertains to, (d) delay between the two measurements, (e) sample size, (f) any differences from the procedure used in our battery, and (g) Article reference. (6) If the resulting article cites other articles with retest reliability for the measure, then find and examine them for retest reliability data using the same method as above. (7) If the reference article describes a version of the task that is modified for specific purposes (e.g. the Shift Task is a modified version of the older Wisconsin Card Sorting task) then find the reference article for the parent task and apply the same search routine for retest reliability on the parent task.

Detailed descriptions of all behavioral tasks and surveys as well as the findings on retest reliability for all of them are listed in the SI.
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