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**说 明**

1. 抓好研究生学位论文开题报告工作是保证学位论文质量的一个重要环节。为加强对研究生培养的过程管理，规范研究生学位论文的开题报告，特印发此表。
2. 研究生一般应在课程学习结束之后的第一个学期内主动与导师协商，完成学位论文的开题报告。
3. 研究生需在学科点内报告，听取意见，进行论文开题论证。
4. 研究生论文开题论证通过后，在本表末签名后将此表交所在学院教学办公室备查。

一．选题依据

|  |
| --- |
| １．阐述该选题的研究意义，分析该研究课题国内外研究的概况和发展趋势。  **研究背景**   1. 深度强化学习（DRL）   强化学习是机器学习大家族中的一大类算法，使用强化学习能够让机器学会如何在环境中拿到高分，表现出优秀的成绩，而这些成绩背后，是算法不断的在环境中试错，不断探索环境并积累经验，学习经验。近年来，和结合深度学习，使得强化学习有了进一步的运用，比如玩Atari游戏[1]、围棋[2]以及即时策略游戏DOTA等都取得了超越人类的成绩。强化学习除了应用在模拟游戏中，也开始在自然语言处理[3]、智能驾驶、智能医疗等领域崭露头角。在深度强化学习中，深度的意思是通过多层的神经网络结构和非线性变换，提取出高维输入中的抽象特征，强化学习利用这些抽象特征完成策略的学习。深度强化学习目前是人工智能领域的一个新的研究热点，通过端到端的学习方式实现从原始输入到目标输出的映射。  RL强化学习中唯一的信息就是奖励。智能体在采取一个动作后会获得环境的奖励，奖励信息告诉智能体动作的好坏。智能体会学习历史经验，调整当前策略，避免负奖励的动作，尽量执行正奖励的动作。智能体将以最大化整个交互序列的累积奖励作为目标，学得最优策略。详细的运行流程如图1所示。智能体用神经网络表示，输入是当前环境状态，输出是策略，即当前状态下该采取的动作分布。智能体根据当前环境状态st预测动作at，环境执行动作at，返回即时奖励rt+1以及下一个状态st+1。所有的状态、动作以及奖励将作为经验数据更新神经网络参数。   1. 并行分布式深度强化学习（DDRL）   Figure 1 强化学习流程  DP训练一个深度神经网络需要大量数据，在单块GPU上训练DQN（Deep Q-learning Network一种DRL算法）完成一个Atari游戏需要12-14天时间[4]。训练如此慢的原因除了硬件，还有算法上的问题。这里有两个瓶颈，一是采样慢，样本需要神经网络与环境交互产生，而神经网络预测以及环境状态修改都需要消耗时间；二是训练慢，深度神经网络的预测和梯度计算也需要大量时间。为了加速DRL的训练，研究人员设计出多种并行分布式的训练框架和算法，将原本需要训练数十天的任务缩短到几小时。并行分布式框架同时解决采样慢和训练慢的问题。为了加速采样，使用多个智能体与环境的交互进程，同时运行上述的DRL执行流程，相同时间产生成倍的样本量。为了加速训练，将数据或模型拆分到不同机器上，并行运行。最常见的是采用数据并行的方式（如图2所示），将训练数据拆分成多份，每份数据发送给不同的机器，每台机器上根据本地数据计算神经网络梯度值，通过同步[19]或异步[20]的方式将梯度发送给一个参数服务器（Parameter Server），在参数服务器上合并各个计算节点上传的梯度并更新神经网络，再将最新的神经网络下发至各个计算节点继续运行。  Figure 2 数据并行分布式训练 |
| 采取同步还是异步更新需要根据不同物理环境以及神经网络复杂度的具体情况具体分析。在通信代价不构成瓶颈的前提下，同步方式是一种很好的选择。而异步随机梯度下降无需等待慢节点，吞吐量大，但存在梯度陈旧问题，可能会导致整个训练过程不收敛。当通信成为分布式计算的瓶颈时，可以使用异步算法在更短的时间内训练出一个不错的模型。在实践中需要根据自己的应用场景，参照每种算法的优缺点，选择最合适的算法。  **研究概况和发展趋势**  分布式深度强化学习刚刚起步，仍然有许多问题存在，优化空间还很大，我们的研究将针对分布式训练中的多个问题进行分析和优化。我们在现有研究的基础上，进一步优化分布式训练，主要围绕一下三个研究问题进行分析和优化：   1. 基于神经网络压缩技术加速DRL的训练。在DRL训练流程中，采样过程会占用很大比例的时间，现有的并行分布式DRL框架和算法都是通过同时运行多个智能体更快的产生样本。目前比较成熟的框架包括Gorila[5]、DDQL[6]、A3C[7]、GA3C[8]、PAAC[9]、ELF[10]、IMPALA[11]、Ape-X[12]等等。然而，在单个智能体采样过程中，神经网络预测部分占用时间更多，通过神经网络压缩以及加速的技术能有效解决采样慢的问题。在神经网络压缩技术中，最重要的两类技术是剪枝与量化。剪枝[13]技术根据神经网络权值的特点而设计，在神经网络训练结束后包含大量接近0的参数，通过删除这些近似0的参数并不会对最后的预测准确率有任何影响。量化[12]技术是将神经网络32位浮点数的权值直接量化为16位或8位，减少存储代价的同时能有效加速预测。二值化[15]作为量化技术的极端版本，直接将神经网络权值用-1和1表示。在CPU上通过异或指令能快速运算，但预测准确率会有所下降。 2. 分阶段加速分布式深度强化学习训练问题。强化学习训练和监督学习训练的收敛过程存在明显的差异。强化学习由于前期随机探索，产生的样本质量差，前期训练中策略质量很难提升。而监督学习由于样本是通过人类专家标记好的，所以前期神经网络的准确率会是快速增长。为了避免前期的随机探索，DeepMind提出使用预训练的模型监督当前神经网络的训练[16]。该方法确实能有效避免前期随机探索，相当于有了任务的先验知识。但该方法不适用于新的领域和任务，因为不存在预训练的模型。训练中期，随着智能体策略提升，经验数据中样本质量也逐渐变好。为了提高样本利用率，DeepMind提出优先级经验数据池[17]，根据实际得分与估计得分的差异给经验数据池中的样本确定优先级，提高样本利用率，加速训练。但只能针对off-policy类的算法，这类算法有经验数据池的概念。On-policy类算法没有经验数据池，所以无法直接使用。 3. 基于策略集成的DDRL训练框架。在DRL训练分阶段中，最后的阶段是神经网络趋于收敛，策略质量不再显著提升。此时采用集成学习，通过集成各个local model的策略函数得到更高质量的策略。微软研究院已经探索过集成技术在分布式深度学习训练中的效果。Ensemble-Compression[18]是一种集成训练的实现，但单个worker节点运算速度成为瓶颈。   **研究意义**  并行分布式技术能有效加速深度强化学习的训练，现有并行分布式技术在强化学习领域仍有许多问题需要解决，比如如何加速单个智能体的采样，如何利用DRL阶段性特征加速训练，如何利用集成学习技术实现扩展性更强的DDRL训练框架。快速的DRL训练能加快强化学习新算法的研究和迭代，以及强化学习应用开发。 |
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二．已取得的与论文研究内容相关的成果

|  |
| --- |
| 已发表或被接收发表的文章目录或其它相关研究成果。  已发表文章：  Zhang H, Shu G, Liao S, et al. Workload-Aware VM Consolidation in Cloud Based on Max-Min Ant System[C]//International Conference on Cloud Computing and Security. Springer, Cham, 2017: 176-188.  相关研究成果：  研究内容一神经网络压缩技术解决采样慢的问题已完成，论文《Accelerating the Deep Reinforcement Learning with Neural Network Compression》投稿至IJCNN 2019。 |

三．研究内容和研究方法

|  |
| --- |
| 主要研究内容及预期成果，拟采用的研究方法、技术路线、实验方案的可行性分析。  **研究内容**  概述：  研究内容 本论文拟在现有的并行分布式深度强化学习训练框架与算法的研究基础上，进一步提升和改进。具体的，我们针对如何加速DRL采样和加速DRL训练提出三个研究问题。如图3所示，首先是在加速DRL采样方面，我们深入分析智能体采样具体过程，发现许多任务上，神经网络预测过程成为采样的瓶颈，以此提出基于神经网络压缩技术加速DDRL训练的框架，在加速采样的同时不影响最终的策略质量。然后我们针对DDRL训练过程中的特点，将DDRL训练划分为三个阶段，即前期随机探索阶段、中期策略提升阶段以及后期策略稳定阶段。不同的阶段有不同的特点，采用不同的技术进行优化加速，最终实现整个DDRL训练的加速。最后是针对DDRL后期策略稳定阶段进行拓展，我们设计了基于策略集成的DDRL训练框架，旨在结合现有DDRL框架以及集成训练，增强训练框架的可扩展性。  Figure 3 研究内容  **研究内容一：基于神经网络压缩加速DDRL训练**  （1）研究动机  现有的并行分布式深度强化学习训练框架和算法通过同时运行多个智能体与环境的交互进程快速产生样本，但在单个智能体与环境进程里的采样复杂度并没有降低。DRL的采样过程包含两个步骤，首先是智能体根据当前环境状态st预测动作at，然后环境执行动作at，返回即时奖励rt+1以及下一个状态st+1。(st, at, rt+1, st+1)作为经验数据用于更新神经网络参数。那么采样时间等于神经网络预测时间加上状态更新时间。在许多任务上，神经网络预测过程占主要部分，比如围棋自博弈的时候。我们也在一些模拟游戏上做了详细的实验，不同的CPU/GPU配置以及神经网络架构下的网络预测、状态改变以及网络训练的时间占比。在并行训练框架GA3C上，发现神经网络预测时间占比约40%，如果采样过程是运行在CPU上甚至是移动设备上，其时间占比更大。所以通过神经网络压缩和加速能有效减少采样时间。  神经网络压缩与加速技术目前已经非常成熟，在研究概况与发展现状部分我们简要介绍了重要的剪枝和量化技术。但这些压缩加速技术无法直接应用于DDRL训练的场景中。传统的神经网络压缩技术主要是针对已经训练好的网络进行压缩。DDRL下的神经网络仍然处在训练过程中，目标网络的权值会不断变化。剪枝和量化后的网络参数变化大，每次压缩都需要多次再训练，而且不能保证压缩后的网络与原始网络有相似的输出。此外，压缩后的神经网络输出与原始网络输出不会完全一致，毕竟是两个不同的神经网络。用压缩后的网络去采样会影响整个DRL的收敛性。我们不仅要加速采样，同时应该保证算法仍然具有良好的收敛性。我们的研究问题就是如何保证策略质量的情况下利用神经网络压缩加速整个DDRL训练过程。  （2）技术路线  NNC典型的深度强化学习训练中的神经网络既用于与环境交互产生样本，同时也用于训练。我们设计了一种基于神经网络压缩的DDRL训练框架（如图4所示），不同于原始深度强化学习训练，我们的框架下包含了两个不同大小的神经网络，其中小网络（student）预测速度快于大网络（teacher）。小网络与环境交互，快速产生样本。这些样本会被用于训练大网络，我们最终的目标是训练大网络。因为小网络本身是大网络的替代者，所以其输出要和大网络保持近似。当大网络输出有明显改变时，我们将其输出分布迁移至小网络。在深度强化学习中，神经网络的输出根据不同算法有不同的含义。主要分为两类，一类是价值函数（当前状态的价值），一类是策略分布（动作概率分布）。为了让student网络学习teacher的输出，针对两种类型我们分别采用MSE（Mean Squared Error）以及KL（Kullback-Leibler）散度作为小网络的损失函数。其中MSE用于价值函数（实数值），KL散度用于动作概率分布。KL散度是衡量两个概率分布的差异，值越小说明两个概率分布越接近。特别的，在强化学习中，AC（Actor-Critic）算法同时输出价值函数和动作概率分布，我们可以将AC算法下的小网络损失函数定义为下式。  Figure 4 NNC-DRL  虽然小网络一直在学习大网络的输出，但并不能保证两个网络的输出完全一致。采样的策略与训练的策略不一致将会导致收敛性问题（有时会不收敛）。所以这里需要引入重要采样技术，通过重要性权值弥补两个策略差异导致的收敛性问题。重要采样是通过一个概率分布p的样本去估计另一个概率分布q上的函数f(x)。通过重要采样，我们将AC算法中损失函数定义为下式，其中ρt表示重要性权值，即小网络与大网络动作概率比值。  通过优化这些损失函数就能在保证收敛性的前提下加快采样，进而加速整个DDRL训练过程。  （3）可行性分析  神经网络压缩与加速技术目前已经很成熟，在保证神经网络预测准确率的情况下达到几十甚至几百倍的压缩，同时得到可观的加速效果。神经网络压缩技术也在强化学习领域体现出效果，比如压缩训练好的DQN网络，在将DQN网络压缩到原来的7%时仍然保持原有的策略质量。我们在并行DRL框架GA3C上实现了该算法，在GPU服务器以及CPU服务器上均做了可行性验证。我们使用强化学习任务是Atari 2600游戏。首先测试了整个训练过程中大小神经网络预测、环境状态改变以及神经网络训练的时间占比。由于小网络预测速度是大网络的两倍，理论上整个训练过程会有20%左右的加速。在PPS（Predict Per Second）和TPS（Training Per Second）指标上，我们的算法大约提速17%。实验结果表明，神经网络压缩并没有影响最终策略质量，如图5所示。其中NNC-DRL是基于网络压缩的算法，其他两个分别是直接训练大网络和小网络的效果。  Figure 5 game pong  实验结果中，我们的压缩方法使用更少的时间去训练的目标策略网络，并且没有策略质量损失。其原因是，我们有效的加速了神经网络的预测过程，使得产生样本的时间缩短约一半，而最终的DRL训练时间缩短约20%。同时，我们利用重要性采样技术在一定程度上保证了策略的质量，从实验结果中也可以看出其效果是很明显的。  **研究内容二：分阶段加速DDRL训练**  （1）研究动机  强化学习（弱监督）训练和监督学习训练存在的本质区别是训练样本。监督学习的数据是通过人类专家标记好的，数据质量非常好。而强化学习中，唯一引导学习的信号就是奖励，没有针对每个输入的标签。而且强化学习的任务一般是稀疏奖励的，大部分时间没有奖励信息，样本质量相对差很多。数据特点导致两种学习在训练过程中表现出不同特点。如图6所示，分别显示了强化学习（左）和监督学习（右）的收敛过程。    Figure 6 RL与SL收敛曲线  强化学习解决的任务是Atari游戏，监督学习解决的任务是手写数字识别。明显的，强化学习训练在前期是缓慢增长的，中期快速增长，后期趋于收敛不再增长。而监督学习，前期是快速增长的阶段，缓慢趋于收敛。强化学习前期是随机策略，随机的在环境中探索，偶尔能碰到有奖励的状态。大部分时间所获得的样本都是没有奖励的，那么对于学习策略也是没有任何帮助的。所以前期强化学习很难提升策略。对于手写数字识别，样本已有正确标签，每个样本中都能学得有意义的知识。所以监督学习前提准确率的提升是非常快的。强化学习训练过程中的收敛特点启发我们可以将其划分为三个阶段，即前期随机探索阶段，中期策略提升阶段以及后期策略稳定阶段。不同的阶段我们根据其特点分别进行分析和优化，加速整个DDRL的训练。现有DRL训练加速方案都是针对整个训练过程，并没有类似的阶段划分。  （2）技术路线  这里我们的DDRL训练框架限制为数据并行式的模式，如图2所示。其中参数服务器保存最新的神经网络模型参数，各计算节点worker完成神经网络的梯度计算。由于训练数据是与环境交互产生并保存在本地内存，我们将利用本地数据完成该worker节点的梯度计算任务。这里我们并没有使用分布式的经验数据存储方案，为了防止数据样本之间相关性对训练神经网络的影响，我们利用参数服务器搜集各节点梯度，这样即可减少样本相关性的影响。在通信模式上，我们针对异步优化方式（异步随机梯度下降），各worker节点与参数服务器异步通信。这样的好处是具有更大吞吐量，但会引入梯度陈旧问题，所以我们不能使用太多的计算节点，以减少梯度陈旧程度。在第三个研究内容里，我们会详细讨论如何解决可扩展性问题。  我们的方案是将DDRL的训练过程划分为前中后三个阶段，那么第一个需要解决的问题是如何划分阶段。对于已经训练完的任务，我们能直观的将其划分为三个阶段。但新的任务，甚至不知道奖励范围的情况下，我们需要一定的方法去判断当前处于哪个阶段。我们知道强化学习前期是随机探索的，能在环境中获得的奖励一定是维持在某个范围内。我们可以设置合适的阈值，当平均奖励在这个阈值范围内就认为是前期阶段。随着策略的提升，所能获得的平均奖励逐渐增加。直到策略趋于成熟，平均奖励不再增长。以此我们划分出该任务的前中后阶段，并能判断算法当前处于哪个阶段。  在前期随机探索阶段，所能采集的样本大部分都是无奖励的。无奖励的样本其实对强化学习训练是没有价值的，毕竟引导强化学习的信号只有奖励。TD-error作为许多强化学习优化目标，其形式化表示为下式。  当即时奖励rt为0并且价值函数V的输出接近，那么整个TD-error几乎为0，那么对于学习价值函数没有帮助。虽然这些样本没有奖励信息，但是仍然可以通过无监督的学习算法训练神经网络。深度神经网络的前面若干层可以看作是在做特征提取，从原始输入提取出抽象特征，然后用于预测。通过无监督学习的方式，能对神经网络的前面若干层参数进行优化。比如自编码器，无监督目标检测，图像分割等。通过自编码器，我们以原始输入作为目标输出，学习神经网络参数。当然自编码器也有其缺点，就是对任务无感知，对于不同的强化学习任务，神经网络的关注点应该是不一样的。可以通过类似注意力的机制实现对特定目标的感知。  在中期策略提升阶段，智能体能采集的经验数据中有奖励的样本（主要是正奖励）开始逐渐增多。但对于稀疏奖励的任务来说，有奖励的样本仍然占少数。为了提高这个阶段的样本利用率，加快神经网络训练，可以设计类似优先级经验数据池的机制。对价值更大的样本赋予更高的优先级。同样的更新次数，理论上是能达到更快的策略提升。但优先级经验数据池的技术仍然有其缺陷，如相关研究中讨论的，只适用于off-policy这类有经验数据池的算法。对于on-policy的算法无法直接使用，目前能做的就是将其强行转化为off-policy，然后通过重要性采样技术弥补策略陈旧问题。  中期的训练过程中，不仅有大量0奖励样本，同样还有许多负奖励样本。在强化学习中，负奖励是很容易获得的，比如在走迷宫的时候，很容易走到死胡同而得到负奖励。通过利用这些负奖励数据能有效提升策略。在传统的强化学习学习中，已经包含了对负奖励的利用，比如AC算法。在AC算法中当奖励为负时，会降低该动作的概率，而增加其他动作的概率，使其避免下次仍得到负奖励。最近出现的一类经验数据池的变种，Hindsight Experience Replay，使得负奖励的样本得到更大的利用。通过将交互序列的最终状态作为目标状态，将负奖励变为正奖励，即可学习到达该状态的策略。但是这类方法的使用范围限制较大，只能用于目标状态与其他状态相似的任务。当目标状态与其他状态完全不相似，也就不能使策略泛化到目标状态，该方法也就失效了。而且对于没有经验数据池的on-policy算法，我们仍然需要使用其他技术来利用负奖励样本。  在后期策略稳定阶段，神经网络趋于收敛，策略不再快速提升。在分布式训练的场景下，我们知道每个计算节点worker都有局部模型。单个神经网络的策略不再提升，但可以通过集成学习结合多个局部模型的策略，得到质量更高的策略。但无论是bagging还是boosting的集成算法，都会增大最终策略网络的体积（n路模型集成得到n倍大的神经网络）。这里可以通过知识蒸馏的方式将其压缩到单个模型大小。在知识蒸馏的过程中保持局部模型的差异性（多样性），便可继续做集成压缩。最终使得每个局部模型都有提升。  （3）可行性分析  为了验证前期随机探索阶段无监督学习的可行性，我们在并行框架A3C上用自编码器训练神经网络的前若干层。采用的任务还是Atari游戏，使用卷积神经网络提取特征。通过卷积反卷积我们可以训练卷积层的参数。前期过后，仍然使用A3C算法进行神经网络训练。实验效果如图7所示，我们在1M步的时候停止自编码器。下方的曲线表示原始A3C算法的收敛曲线，上方的曲线是前期用自编码器的收敛曲线。我们看到通过自编码训练前期阶段能带来显著的训练加速效果。  图片1  Figure 7 AE+AC效果  自编码训练前期阶段的策略网络能有效提升整体的训练速度，我们分析其原因，应该是通过自编码，我们的策略网络有了更好的初始化参数。当策略开始提升，我们的初始位置将提升收敛速度。  为了验证后期策略集成的效果，我们在策略进入稳定阶段之前使用原始A3C进行训练，后期采用策略集成和压缩的技术继续训练。对比了继续使用A3C进行训练的效果，最终每个局部模型的策略是有明显提升的。  **研究内容三：基于策略集成的DDRL训练框架**  （1）研究动机  典型的分布式训练框架（深度学习领域）包括数据并行和模型并行两种，其中数据并行在实际场景中用得比较多。数据并行是将训练数据拆分成若干份，每份交给一个计算节点使用，每个计算节点保存一份模型副本并计算本地梯度值。所有计算节点的梯度需要上传给中心化的服务器（参数服务器）合并梯度并更新神经网络。DDRL框架A3C以及DDQL都是基于数据并行的方式。在研究背景中我们讨论了数据并行的优缺点。在深度强化学习领域，研究人员提出另一种分布式训练框架。将采样（Actor）和训练（Learner）物理上拆分开，放置在不同计算节点上。DDRL框架GA3C、ELF、IMPALA、Ape-X等均是分离式的。这种框架具有多种优势，比如没有所谓的梯度陈旧或者短板问题，因为不涉及到梯度传输问题。同时，分离式的框架能有效处理多任务学习，不同Actor可以与不同任务交互，通过Learner学习多个任务的策略。但Actor和Learner分离会导致策略陈旧问题（异步执行），所以其扩展性会受到影响。Actor和Learner传递神经网络参数和样本的代价大，也同样影响到可扩展性。  集成学习在分布式训练中逐渐体现出优势。各个局部模型之间通过知识蒸馏能有效提升模型质量，同时没有像数据并行模式下的梯度问题。集成技术在分布式训练中问题也是很明显的，主要是单个计算节点训练局部模型缓慢。已有的方案中，每个计算节点通过更新K步参数训练局部模型，然后相互之间交换模型实现知识分享。为了将集成技术更好的应用于分布式深度强化学习训练，提升可扩展性，我们需要设计新的训练框架。  （2）技术路线  我们将整个计算集群进行分组，如图8所示。组内采用典型的Actor和Learner分离式的DDRL训练框架，组间定期交换组内的局部模型并进行策略集成（知识蒸馏）。这样的设计具有多种优势，首先，通过合适的分组，组内节点不会太多，所以策略陈旧问题可以忽略。其次，整个框架中不通信梯度，也就没有所谓的梯度陈旧或者短板问题。再者，为了更好的利用集成学习的优势，我们需要保证各组内局部模型的好而不同，保持多样性，可在各组内使用不同的强化学习算法以及神经网络模型。  具体的数据和算法的划分是这样的，首先，在各组内我们使用了Actor和Learner分离式的训练框架。Actor上需要运行模拟环境以及神经网络预测，产生的经验数据通过网络发送至Learner节点，在Learner上需要运行神经网络训练进程。同时，定期的组间模型交流需要相互发送神经网络参数。Learner节点上还需要完成各组模型的集成学习。这里的通信瓶颈主要集中在组内的Actor和Learner之间。通过减少组内节点数量，使得其通信代价减少，达到组内训练的最大效率。  EC在集成训练时，我们采用知识蒸馏技术。将所有局部模型的策略分布进行混合，并作为局部模型训练中的软目标。这里有很多种集成技术可以使用，我们先利用传统的bagging技术对其进行实现和验证，即局部模型策略分布的加权平均。每个局部模型的权值使用价值函数进行计算，直接使用c=softmax(value|state)表示各局部模型的权值。之所以使用价值函数计算权值，是因为价值函数体现了该局部模型在当前状态下所采用策略能获得的累积奖励大小。价值函数越高，说明该模型采用的策略越好，应该赋予越大的权值。那么集成策略表示为以下混合概率分布。  Figure 8 集成策略框架  在策略集成时，各组内的神经网络损失函数定义为下式。  式中前半部分是原始强化学习的损失函数，后半部分是需要局部模型的策略尽量趋近于集成策略。  （3）可行性分析  我们实现了策略集成的原型框架，共有8组，其中每组2个计算节点，用于实现Actor和Learner。Learner采用AC算法，并且各组的神经网络参数都一样，只是初始化不同。为了说明策略集成的有效性，我们对比了组间策略集成以及不集成的情况，如图9所示。  图片2  Figure 9 集成实验效果  其中前半部分表示组内局部模型的训练，随着迭代步数得分逐渐增长。上方曲线表示通过策略集成训练，而下方曲线表示不使用策略集成。结果也是比较明显的，通过策略集成确实能有效提高各个局部模型的策略质量。  **预期成果**   * 基于神经网络压缩技术加速采样，从而加速DDRL的训练过程。 * 研究分阶段加速DDRL的方法，提高整体训练速度和最终策略质量。 * 提出基于策略集成的DDRL训练框架，克服已有框架的缺陷。 * 在国际高水平会议期刊上发表3篇学术论文。 |

四．课题研究的创新之处

|  |
| --- |
| 研究内容、拟采用的研究方法、技术路线等方面有哪些创新之处。   * 研究内容一创新之处：我们提出一种新的DDRL训练模式，通过神经网络压缩加速采样，在保证收敛性的前提下加速整个DDRL训练过程。 * 研究内容二创新之处：我们通过将整个DDRL训练过程进行分阶段，不同阶段采用不同优化技术，达到加速训练的效果。 * 研究内容三创新之处：我们设计了一种新的基于策略集成的DDRL训练框架，具有较好的可扩展性。 |

五．研究工作进度安排

|  |
| --- |
| * 2018年12月～2019年2月：完成研究内容一的论文并投稿IJCNN 2019。 * 2019年3月～6月：实现研究内容二的算法，做实验对比已有工作；把该算法的内容撰写成论文，投至国际期刊。 * 2019年7月～10月：实现研究内容三的方法，做实验验证方法效果；把该方法的内容撰写成论文，投至国际期刊。 * 2019年11月～2020年4月：完成博士毕业论文。 |
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