摘 要（小二号黑体）

对于非规则访存的应用程序, 在运行时会发生严重的 Cache 访问缺失。采用帮助线程将数据预取到离 CPU 更近的 Cache, 可以有效提高多核系统的性能。当某个应用程序的访存开销大于计算开销时, 传统的帮助线程的访存开销会高于主线程的计算开销, 从而导致帮助线程落后于主线程。 我们提出了一种改进的基于参数控制的帮助线程预取模型, 该模型采用梯度下降算法对控制参数求解最优值，从而有效地控制帮助线程与主线程的访存任务量，使帮助线程领先于主线程。实验表明， 基于参数选择的线程预取模型能获得 1.2～1.5倍的系统性能加速比。（小四宋体）  
**关键词**：**数据预取 帮助线程 多核系统 访存延迟 梯度下降**（四号宋体加粗，词组间用空格分开）

**ABSTRACT**

The applications with irregular accessing memory would causes serious Cache in the run-time. Helper thread is an effective technology to improve performance of multicore systems. Helper thread pre-fetches data from Memory to the Cache which is the closest one to CPU. If the overhead of memory access for a given application is far greater than that of computation, it would make helper thread lag behind the main thread. Hereby, we propose an improved helper thread pre-fetching model by control parameters. Furthermore, gradient descent algorithm is one of the machine learning algorithm which is adopted here to determine the optimal control parameters. The amount of the memory access tasks are controlled by the control parameters effectively, which makes helper thread be implemented ahead of main thread. The experiment results show that the speedup of the application are achieved by 1.2 times to 1.5 times.
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# 第一章 绪 论（小二黑体）

说明课题的来由及现状，本文要解决的问题，采用的方法及手段，成果及意  
义，可根据本人的课题不同加以增添。（小四宋体）

## 1.1 课题的研究背景和意义

在微处理器的发展进入多核时代之后，虽然存储器的访问速度也在逐渐提高，但是处理器的运算速度远远超过了存储器的访问速度，计算和访存的速度差距进一步拉大，存储墙[1]仍然是制约微处理器性能提升的一个重要瓶颈。

为此，人们提出了很多缓解存储墙问题的方法：一是使用更大更快的存储器,缩短访问时间。二是采用多级Cache存储结构，在处理器和主存储器之间加入多个层次的 Cache，利用程序运行时对数据的访问具有局部性的特征，将局部用到的数据缓存提前缓存Cache，从而提高命中率。虽然局部性优化技术可以改善程序的访存性能,却并不能改变命中时间和失效损失,本质上只是减少Cache失效次数。而且访存的局部性受多种因素影响,极易变化，对源代码或者机器平台的轻微改动就会导致局部性发生巨大变化；三是利用数据预取隐藏访存延迟，在存储器访问的同时让处理器进行有用的工作，开发时间并行性。它和局部性优化技术不同,局部性优化的目标是减少主存访问的次数,而数据预取技术则是隐藏访存延迟。像非阻塞Cache、软件预取、硬件预取和流缓冲器等技术,它们将访存和计算重叠起来,隐藏了访存延迟,提升了访存性能。预取是建立在利用存储器的空闲频带的基础上的,数据预取操作的目的是提前将数据从远离处理器的存储层次上移动到靠近处理器的存储层次上,甚至是寄存器中,以减少数据使用时的访存延迟等待。预取操作和处理器的计算过程并发进行,存储系统提前一定的时钟周期将数据从主存读取到Cache中。理想情况下,数据预取能够为微处理器及时提供所需的数据,从而避免处理器阻塞。

其中数据预取是缓解存储墙问题的重要手段之一。数据预取[2]技术利用访存和计算的重叠，在处理器访问数据之前预测其访存地址并提前发出访存请求，隐藏因Cache缺失而引起的访存延迟。同时预取的负面效应也是必须考虑的因素，例如Cache污染和带宽的浪费。

克服cache缺失问题已经成为微处理器设计的关键。到目前为止,人们提出了各种方案以减少或者隐藏由于cache失效带来的访问存储器的延时。从硬件设计的角度,目前普遍采用的有增加指令Cache块大小、硬件顺序预取、基于分支预测的预取以及Trace Cache。从编译器和处理器通信的角度,人们又提出由编译器控制的预取技术,在编译时加入特殊的预取指令,在指令被用到之前发出预取请求。

传统的数据预取可分为软件预取和硬件预取两种类型[2]。硬件预取[3,4]在预取引擎的控制下对程序访存的模式进行识别和预测，通过专用的硬件机制来预测可能会发生的失效，自动地进行预取,增加了硬件复杂性。软件预取[5]是指由程序员或编译器在代码中适当的位置插入预取指令，提前将数据取入 Cache，从而避免在计算的时候由于数据缺失而导致的执行暂停。

帮助线程预取技术实质上是一种Leader/Follower结构，帮助线程是剔除了原有线程计算任务的“精简版本”，它往往比原有线程运行得快，因此帮助线程可提前于主线程发出长延迟访存请求，从而达到加速程序执行速度的目的[12]。帮助线程仅仅起到预取的作用，不修改主线程的体系结构状态，因此不会引起程序的错误执行。在理想的情况下，主线程需要某个数据的时候，帮助线程恰好能将需要的数据预取到LLC。但是，如果访存开销和计算开销差别较大的时候，帮助线程并不能每次领先主线程，从而导致预取的数据不能及时到达LLC，还可能造成Cache污染。根据不同程序中访存开销和计算开销的规模，可将程序划分为以下三种类别。由于非规则访存带来大量的访存开销，使得程序的访存开销远大于计算开销，因此本文着重针对第二种模型提出参数控制的帮助线程预取方法。设访存时间为![](data:image/x-wmf;base64,183GmgAAAAAAAKABAAICCQAAAACzXQEACQAAA2gBAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAqABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///6H///9gAQAAoQEAAAUAAAAJAgAAAAIFAAAAFAK3Ac4AHAAAAPsCPv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAOTXGADYlAN2gAEHdiAiZvAEAAAALQEAAAkAAAAyCgAAAAABAAAAbXmEAQUAAAAUAmABJgAcAAAA+wKw/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A5NcYANiUA3aAAQd2ICJm8AQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFR5oAKTAAAAJgYPABsBQXBwc01GQ0MBAPQAAAD0AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghCl9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg1QAAwAbAAALAQACAINtAAABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDwICJm8AAACgA4AIoBAAAAAAAAAAAU4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，计算时间为![](data:image/x-wmf;base64,183GmgAAAAAAAGABAAIBCQAAAABwXQEACQAAA2gBAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAmABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///6H///8gAQAAoQEAAAUAAAAJAgAAAAIFAAAAFAK3AcsAHAAAAPsCPv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjdGADYlAN2gAEHdkgQZrcEAAAALQEAAAkAAAAyCgAAAAABAAAAY3mEAQUAAAAUAmABJgAcAAAA+wKw/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AqN0YANiUA3aAAQd2SBBmtwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFR5oAKTAAAAJgYPABsBQXBwc01GQ0MBAPQAAAD0AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghCl9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg1QAAwAbAAALAQACAINjAAABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQC3SBBmtwAACgA4AIoBAAAAAAAAAADY5xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)。

1. 计算开销与访存开销大小相当,即![](data:image/x-wmf;base64,183GmgAAAAAAAAAEAAICCQAAAAATWAEACQAAA6oBAAACAKEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///6H////AAwAAoQEAAAUAAAAJAgAAAAIFAAAAFAK3Ac4AHAAAAPsCPv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjdGADYlAN2gAEHdlUgZj0EAAAALQEAAAoAAAAyCgAAAAACAAAAbWOcAoQBBQAAABQCYAEmABwAAAD7ArD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCo3RgA2JQDdoABB3ZVIGY9BAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAVFSfAqACBQAAABQCYAHSARwAAAD7ArD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB27yEKCHDkgQCo3RgA2JQDdoABB3ZVIGY9BAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAu1SgAqEAAAAmBg8AOAFBcHBzTUZDQwEAEQEAABEBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEKX0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDVAADABsAAAsBAAIAg20AAAEBAAoCBIZIIrsCAINUAAMAGwAACwEAAgCDYwAAAQEAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQA9VSBmPQAACgA4AIoBAAAAAAEAAADY5xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)。此时帮助线程能够很好地发挥作用。
2. 计算开销大于访存开销，即![](data:image/x-wmf;base64,183GmgAAAAAAAAAEAAICCQAAAAATWAEACQAAA6oBAAACAKEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///6H////AAwAAoQEAAAUAAAAJAgAAAAIFAAAAFAK3AcsAHAAAAPsCPv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAOTXGADYlAN2gAEHdmQeZpoEAAAALQEAAAoAAAAyCgAAAAACAAAAY21rAoQBBQAAABQCYAEmABwAAAD7ArD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDk1xgA2JQDdoABB3ZkHmaaBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAVFRoAqACBQAAABQCYAGbARwAAAD7ArD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2cSEKy5DmgQDk1xgA2JQDdoABB3ZkHmaaBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAPlSgAqEAAAAmBg8AOAFBcHBzTUZDQwEAEQEAABEBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEKX0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDVAADABsAAAsBAAIAg2MAAAEBAAoCBIY+AD4CAINUAAMAGwAACwEAAgCDbQAAAQEAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCaZB5mmgAACgA4AIoBAAAAAAEAAAAU4hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)。此时要控制好帮助线程的预取时机，防止过早预取，从而导致真正使用的时候数据已被替换出去。
3. 计算开销小于访存开销，即![](data:image/x-wmf;base64,183GmgAAAAAAAAAEAAICCQAAAAATWAEACQAAA6oBAAACAKEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///6H////AAwAAoQEAAAUAAAAJAgAAAAIFAAAAFAK3AcsAHAAAAPsCPv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAOTXGADYlAN2gAEHdkkgZgcEAAAALQEAAAoAAAAyCgAAAAACAAAAY21mAoQBBQAAABQCYAEmABwAAAD7ArD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDk1xgA2JQDdoABB3ZJIGYHBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAVFRjAqACBQAAABQCYAGWARwAAAD7ArD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2kyAKepDmgQDk1xgA2JQDdoABB3ZJIGYHBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAPFSgAqEAAAAmBg8AOAFBcHBzTUZDQwEAEQEAABEBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEKX0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDVAADABsAAAsBAAIAg2MAAAEBAAoCBIY8ADwCAINUAAMAGwAACwEAAgCDbQAAAQEAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAHSSBmBwAACgA4AIoBAAAAAAEAAAAU4hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)。此时主线程计算开销小，帮助线程访存开销大，主线程需要数据时候帮助线程还没有预取到，主线程可能要进行多次同步操作，等待数据的到达。

对于非规则数据的计算密集型应用程序，通常使用图、树或者链表等数据结构，其访存行为呈现非规则性，访存模式难以在静态编译阶段进行准确预测[6]。由于其可利用的局部性受到限制，使得传统的软硬件预取方法失效，其访存模式只能通过执行代码本身来进行预测[6]。本文采用帮助线程预取技术能够有效处理非规则访存程序。帮助线程负责访存任务，主线程负责计算任务。帮助线程提前将主线程所需的数据预取到LLC（Last-level cache）末级缓存，从而达到隐藏访存延迟的目的。我们采用梯度下降算法确定帮助线程与主线程的访存开销，通过参数控制的方法使得多线程预取程序的性能达到最优。

## 1.2 国内外研究现状

帮助线程技术可以通过硬件与软件的方法实现[7]。硬件方法需要在处理器中增加相关的硬件，通过指令窗口动态生成帮助线程，硬件复杂度比较高。软件方法是对程序的源代码进行剖析，利用语义信息，由编译器在源代码级显式插入预取线程代码，易于实现。

Kim等人[8]利用Unravel切片工具和斯坦福大学SUIF编译框架在源代码级完成了帮助线程的自动构造。他们利用PV操作来进行主线程和帮助线程之间的同步，利用全局计数器与局部计数器控制控制帮助线程的速度，只有当两个计数器之间的差异大于一个特定的阈值PD（预取距离）时，帮助线程才继续运行。Yong Hong Song等人[9]在SUNSPARC平台上基于编译实现了帮助线程的构造方法，他通过判断帮助线程的收益来进行构造。Ou Guo dong提出的基于线程的数据预取方法[10]，在处理器上添加动态预取线程构造逻辑和预取线程控制逻辑来分析应用程序中访存行为的特点，从主线程的执行行踪中提取数据预取线程，使用空闲的现场和主线程并行执行。Yu Ji yang提出了一种线程感知的自适应的数据预取方法[11]，根据线程动态反馈信息将线程进行分类，计算个线程的访存特性和预取特性指标，从硬件层面控制线程的竞争，但是需要物理模块的支持。

以上对帮助线程预取的研究大多集中于主线程和帮助线程的构造与同步机制。但是，对于实际的应用程序，在应用程序计算开销很小的情况下，帮助线程不一定总快于主线程，从而导致帮助线程落后于主线程。此时就会频繁产生同步操作，导致系统性能下降。因此，在特定的情况下，主线程如果能承担一部分访存任务，从而使得帮助线程与主线程负载均衡，提高系统访存和计算性能。

## 1.3 课题研究的内容和主要工作

本文是面向非规则计算的帮助线程技术研究，帮助线程的访存开销分为两种情况，第一，对于计算密集型的应用程序，帮助线程承担全部的访存任务。第二，对于访存密集型的应用程序，帮助线程承担部分的访存任务。如果使帮助线程取得较好的性能，我们必须根据各个程序不同的访存开销与计算开销来调整帮助线程预取数据量的大小。帮助线程从热点程序入口处开始跳过![](data:image/x-wmf;base64,183GmgAAAAAAAIABgAECCQAAAAATXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAYABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///8H///9AAQAAQQEAAAUAAAAJAgAAAAIFAAAAFAJAAUUAHAAAAPsCsP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlAN2gAEHdl0hZtAEAAAALQEAAAkAAAAyCgAAAAABAAAAS3mgAooAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEKX0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDSwAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABdIWbQAAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个数据之后才开始推送![](data:image/x-wmf;base64,183GmgAAAAAAAGABgAEBCQAAAADwXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAWABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///8H///8gAQAAQQEAAAUAAAAJAgAAAAIFAAAAFAJAAUUAHAAAAPsCsP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlAN2gAEHdgMdZjUEAAAALQEAAAkAAAAyCgAAAAABAAAAUHmgAooAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEKX0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDUAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAADHWY1AAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个数据，从而提高帮助线程预取数据的有效性。在预取的时候，一方面要保证帮助线程能够及时地预取主线程所需要的数据，另一方面要保证帮助线程不会落后或超前于主线程太长的距离，从而替换掉主线程所需的有用数据，造成多核平台的最后一级缓存污染。

本文研究的内容如下：

1. 对帮助线程技术的理论基础进行了介绍和分析；

2. 对前期研究工作进行总结，并在此基础上进行分析和优化；

3. 本文提出一种改进的面向非规则计算的帮助线程预取算法，并在实际机器上进行验证和分析。

## 1.4 论文结构

本文的组织结构如下：

第一章，主要介绍了课题的研究背景和意义，综述国内外的研究现状并确定本课题的主要研究内容。

第二章，主要介绍了相关的研究工作，包括预取要考虑哪些因素以及现有的预取方法的优缺点。

第三章，主要介绍了非规则数据预取的特点，分析了如何使用帮助线程对非规则应用程序进行数据预取。

第四章，提出了一种面向非规则计算的帮助线程预取算法，对现存的预取算法的缺点进行分析，并进行改进，从而提出一种改进的基于梯度学习的预取算法。

第五章，对本文提出的算法进行实验验证，选取具有代表性的基准测试程序进行了实验分析和研究。

第六章，总结与展望，该章节总结了本课题的主要工作的和贡献，同时也对存在的问题进行了反思，最后对后续工作进行了展望。

# 第二章 相关研究工作

## 2.1 预取要考虑的要素（KPB）

## 2.2 硬件预取

## 2.3 软件预取

## 2.4 软硬件结合预取

## 2.5 总结

# 第三章 非规则数据预取技术研究

## 3.1 非规则应用程序的特点

## 3.2 预取分析

## 3.3 预取算法

# 第四章 预取算法实现

## 4.1 算法流程图

## 4.2 主要算法-梯度下降

# 第五章 实验验证

## 5.1 实验环境

## 5.2 实验benchmark

## 5.2.1 benchmark介绍

## 5.2.2 benchmark实验结果分析

# 第六章 总结与展望