基于支持向量机的图像分类算法

赵思源（919101960141 机械工程学院）

**摘要**：

**关键字**：图像分类、主成分分析、支持向量机、神经网络、最近邻算法

1.引言

伴随着计算机与模式识别技术的高速发展，图像分类在愈来愈多的领域都有着广泛的应用，如：安防领域的人脸识别和智能视频分析，交通领域的交通场景识别，互联网领域基于内容的图像检索和相册自动归类，医学领域的图像识别等。．可以说，图像分类技术已经应用于人们日常生活的方方面面，计算机自动分类与检测技术也在一定程度了减轻了人的负担，改变了人类的生活方式。

图像分类作为计算机视觉重要的基础问题之一，是物体检测、图像分割、物体跟踪、行为分析、人脸识别等其他高层视觉任务的基础：欲对实际复杂场景进行自动分析与理解，首先就需要确定图像中存在什么物体，因此研究准确且高效的图像分类算法有着重要的理论意义和实际意义。

2.研究现状

目前应用较为广泛的图像分类技术主要分为传统的诸如K-最近邻算法、支持向量机机器学习方法和目前高速发展的卷积神经网络模型，自LeNet5[1]网络提出以来，在 AlexNet[2]引起了大量关注后，应用于图像分类的卷积神经网络技术高速发展，逐渐诞生了GoogLeNet[3]模拟神经网络对猫的关键特征进行自行学习并分类、ResNet[4]解决了增加深度带来的退化问题、SENet[5]方便集成并提升性能等一系列优秀的模型。

但是，由于神经网络有大量的参数，容易在训练数据集规模较小时发生在训练集上准确率很高，在测试集上效果不尽人意的过拟合问题。且计算资源有限，训练网络需要花费很长的时间。支持向量机的优势由此体现：作为1992年和1995年发表的技术[6]，支持向量机在当时并没有立刻引起很大的效应，但其与传统模式识别以及人工神经网络相比，能够在样本数相对较少，特征维数高的情况下仍然取得很好的推广能力。结合模糊支持向量机、基于决策树的支持向量机、分级聚类的支持向量机等理论改进[7]，支持向量机在图像领域很常见，因为该领域很容易体现支持向量机的优势。

3.图像分类方法

本图像分类算法的流程如下：

3.1图像特征提取

在计算机中，图像以有序的多维数组形式储存，即使一张很小的图片，也需要大量的存储空间保存图像的全部信息。直接以图像的存储矩阵数据进行各类计算会造成大量的资源浪费与计算困难。因此，对图像特征进行提取可以用较低的维数概括图像的信息。使用图像特征而非原始图像数据为数据的存储和使用带来了极大的方便。

3.1.1色彩空间(HSV)转换

HSV是一种比较直观的颜色模型，不同于传统的RGB颜色通道，HSV颜色的参数为色调(H)，饱和度(s)，明度(v)，此形式下的图像更接近人们对彩色的感知经验，可以非常直观的表达颜色的色调、鲜艳程度与明亮程度；同时，相比RGB空间，在此空间下的图像颜色特征更加突出，方便根据图像的颜色特征进行识别、比对与分类。

说明图：hsv

为方便后续图像处理，用R、G、B代指原始图片像素点的各通道强度，并定义：
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使用以下公式对原始数据集进行从RGB空间到HSV空间的转换：
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3.1.2梯度直方图(HOG)特征

HOG特征是一种在计算机视觉和图像处理中用来描述图像梯度的特征，能够很好地描述图像中边缘部分的方向密度。

首先对原始的彩色图像进行灰度化处理并对颜色空间进行标准化处理，由此调节图像的对比度，起降低图像光照变化影响、消除噪声的作用。然后使用sobel算子依次计算划分后子图像在水平和竖直两方向的梯度![](data:image/x-wmf;base64,183GmgAAAAAAAOADYAIBCQAAAACQXwEACQAAA6kBAAACAKAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuADCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAwAABgIAAAUAAAAJAgAAAAIFAAAAFAKAAbMBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAADU0AKAT2R2oNhqdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAALAAAAwUAAAAUAuMBJgEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AANTQAoBPZHag2Gp2AAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAHh5FAK8AQUAAAAUAoABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AANTQAoBPZHag2Gp2AAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAGdnCQIAA6AAAAAmBg8ANgFBcHBzTUZDQwEADwEAAA8BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINnAAMAGwAACwEAAgCDeAAAAQEACgIAgiwAAgCDZwADABsAAAsBAAIAg3kAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AGSkAigIAAAoA9BRmGfQUZhkpAIoC4N3QAgQAAAAtAQEABAAAAPABAAADAAAAAAA=)，并由此计算图像梯度的大小与方向：
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由于局部光照的变化以及前后景对比度的变化使得梯度强度的范围很大，因此接下来对图像的梯度进行归一化处理，通过将图像分为若干单元格并统计单元格中梯度之和，再将各个单元格组成大的、空间上连通的区间，将该区间中所有单元格的梯度串联起来，由此获得图像的HOG特征。

在原始图像上作出hog特征

3.1.3合成特征向量

在通过上述流程计算获得图像的HSV特征用以代表原始图像的颜色特征和HOG特征代表原始图像的边缘信息后，将每张图片的HOG和HSV特征向量连接起来并归一化，构成一个总的数据集的向量矩阵，该矩阵的每一行是单个图像的HSV+HOG特征。使用此向量矩阵代替原始的图像RGB特征，根据以往实验经验，HSV+HOG特征相比RGB，更好的反映了图像本身的特征信息，能够有效提高后续图像分类的正确率。

对比图：有无进行处理正确率区别

3.2 主成分分析法(PCA)降维

主成分分析法可以在保留原始数据的大量特征信息的前提下降低图像的维度，方便后续处理。假定原始矩阵为M，根据以下公式：
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将原始矩阵进行奇异值分解，中间的非负实数对角矩阵对角线上的矩阵即为原始矩阵M的奇异值，通过奇异值的大小可以确定各维度包含原始数据信息量的大小。

图像：pca维数与包含信息量

图像：人脸各维度包含信息

维数越多，信息利用率也越高，但处理起来也更加困难，因此需要选择合适的维数。

完成PCA主成分分析法降维维数确定后，利用奇异值分解获得的酋矩阵各列代表的主成分方向，可将原始数据进行坐标变换，投影之PCA空间，完成主成分分析。

3.3 支持向量机构建

3.3.1核函数选择

3.3.2误差惩罚参数选择

4.实验结果

4.1与k-最近邻分类对比

4.2与人工神经网络对比

5.结束语
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