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## 第一章 引言

### 1.1 项目背景

### 1.2 研究意义

飞机交流发电机是飞机电源系统中最重要的部件，它的工作状态直接影响到整个飞机机载设备的运行状况和飞机自身的飞行安全。因此，研究飞机交流发电机的异常检测技术具有十分重要的意义。对飞机交流发电机电源质量的评价指标主要有电压偏差、频率偏差、电压波动和闪变（浪涌电流）、谐波含量等几个方面。其中电压、电流等参数的波动利用传统方法较为容易检测，而频域中的谐波含量参数却缺少有效且直观的检测方法。本次研究主要面向的就是飞机交流发电机电源的谐波含量部分。本篇论文的以下部分也主要关注发电机电源谐波含量参数的异常检测。

飞机交流发电机电源的谐波属于噪声的一种，谐波含量应当维持在一个很小范围内，单次谐波含量应当小于基波的4%。尽管当前飞机电源普遍采用三相交流发电机供电，而且对于平衡的三相发电机而言，偶次谐波可以被消除，但是仍然存在若干含量较高的奇次谐波。如果谐波含量超出标准范围，会影响到飞机交流发电机的电源质量，严重时会导致电源品质严重下降，进而导致其他用电设备的工作异常，后果十分严重。因此，研究一种有效的电源谐波含量异常检测方法是十分必要的。

对于电源谐波的传统异常检测方法主要是采样电源的时域数据，再进行傅里叶变换转换到频域生成频谱，直接观察频谱是否出现异常。这种对频域的检测只是通过观察频谱图像的方法，比较耗费时间和人力，不够直观可靠且效率较低。

本次研究采用的异常检测方法是利用训练后的长短期记忆网络模型（LSTM），能够对电源品质中的基波与谐波含量参数进行实时可靠的预测及分析。与传统方法相比，本次研究采用的异常检测方法有着实时性、高可靠、高效率等优点。
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## 第二章 模型理论基础

### **2.1 时域-频域转换**

#### **2.1.1 傅里叶变换**

#### 2.1.2 采样定理

### 2.2 循环神经网络RNN

LSTM（Long Short-Term Memory）是循环神经网络（RNN）的一种重要结构。循环神经网络（RNN）源自于1982年由Saratha Sathasivam 提出的霍普菲尔德网络。循环神经网络能够挖掘出隐藏在数据中的时序信息，这是因为从网络结构上来说，循环神经网络能够记忆之前数据中的信息，并用这些之前的信息来影响后面时刻的结点输出。循环神经网络每个隐藏层的输入，不仅仅包含当前时刻的输入，其实还包含上一个时刻的输出。正因如此，循环神经网络适合处理时间序列的数据，它在时序分析、语音识别、自然语言处理等方面都有着出色的表现。

（**扩充叙述RNN**）

图2左边是RNN模型没有按时间展开的图，右边是按时间展开的RNN网络。

（**RNN结构图**）

但是，循环神经网络存在一个缺陷，那就是它可以保存的历史信息是有限的，换句话说，它无法记住时间序列中很长时间之前的信息，无法利用这些很久之前但依旧重要有效的信息去帮助给出当前的决策输出。LSTM网络的设计就是为了解决这一问题。正因为LSTM能够记住很长时间之前的信息，所以在很多时间序列任务上，LSTM的表现比循环神经网络要更好。

### 2.3 LSTM神经网络

#### 2.3.1 LSTM神经网络结构

LSTM网络结构最早由Sepp Hochreiter 和Jürgen Schmidhuber 于1997年提出。LSTM是一个拥有三个“门”结构的特殊网络结构，这三个“门”分别是输入门、遗忘门和输出门。LSTM通过“门”来控制丢弃或者增加信息，从而实现遗忘或者记忆的功能。这里的“门”是一种使信息选择性通过的结构，由一个sigmoid函数和一个点乘操作组成。因为使用sigmoid函数作为激活函数，所以“门”的输出值在[0,1]区间，输出值为0代表信息完全丢弃，输出值为1代表信息全部通过。除了输入和输出之外，LSTM网络结构还会记录每一个时刻过后的状态信息。

LSTM的基本单元结构如图3所示

（**LSTM结构图**）

遗忘门的输入有两个，分别是上一时刻的输出ht-1和当前时刻的输入xt，经过sigmoid函数激活后，遗忘门的输出值f与上一时刻的状态向量ct-1进行点乘操作，来控制上一时刻状态的遗忘程度，最终得到一个被过滤后的上一时刻状态向量f\*ct-1。

输入门的输入也有两个，一个是上一时刻的输出ht-1，另一个是当前时刻的输入xt。输入门有两个激活函数，一个是sigmoid函数，另一个是tanh函数。Tanh函数控制当前时刻的输入信息中有哪些可以被通过，输出为z，sigmoid函数控制这些被允许通过的信息的具体通过量，输出为i。i和z进行点乘操作后，再加上遗忘门的输出f\*ct-1，就生成了当前时刻的新状态ct。

（**补充sigmoid与tanh函数曲线图**）

输出门的作用是控制当前时刻的新状态ct中有多少信息被过滤掉。和输入门类似，它同样通过sigmoid函数和tanh函数来过滤状态信息。最终生成当前时刻的新输出ht。

（**LSTM各个门计算公式**）

以上就是LSTM网络的基本结构和工作原理，本次研究中采用上述的标准LSTM网络结构。

#### 2.3.2 timesteps参数

timesteps是LSTM网络模型中一个很重要的概念，它对LSTM网络的性能提升有着重要的影响。LSTM网络模型的输入一般是三维的：[采样数，timesteps，特征数]。在现有的LSTM模型中，timesteps的值一般默认取1。这种情况下，每一个时刻的输入数据都有一个输出。然而，这并没有把LSTM网络的优势体现出来。因为timesteps值等于1的时候，当前时刻对应的输出几乎只用到了当前时刻输入数据的信息，之前时刻的历史信息并没有很好地为给出当前时刻的输出而做贡献。LSTM网络的优势正是在于通过三个特殊的“门”结构去选择性地保留之前的之前时刻的历史信息，因此需要增大timesteps的值。

比如，假定timesteps的值为10，那么连续的10个时刻对应的输入数据可以看做一个长度为10的序列，前9个时刻的输入进入LSTM网络模型后，并不会给出最终输出，而是更新内部的记忆状态，直到第10个时刻，才会综合前9个时刻的数据信息给出最终的输出，这个最终输出是第10个时刻对应的输出。这种情况下，就可以发挥出LSTM网络的优势，使最终输出更加精确。

如图所示。左边是默认的LSTM模型单元的等效结构图，右边的是调整timesteps参数后的LSTM模型单元的等效结构图。可以明显地看出，相比于调整之前的模型，调整后的模型能够有效地利用更多来自之前数据序列中的历史信息。这些历史信息能够对LSTM模型的训练和预测起到重要的影响。因此，调整后的模型有着远高于调整之前模型的预测准确率。

因为原始数据是二维的，所以输入数据需要经过重塑处理，才能进入LSTM模型训练。当timesteps的值大于1时，数据还需要进行重叠操作。重叠的序列长度等于timesteps的值。这是因为每个时刻都需要给出一个最终输出，如果不进行数据重叠，会造成每隔timesteps个时刻才有一个输出，而在间隔内的时刻没有输出的问题发生。

/ \* 本次研究中使用的timesteps值为10，这个数值是综合考虑数据的采样间隔时间和模型训练时间之后确定的。\*/

### 2.4 其他变种RNN网络

### 2.5 时间序列的实时预测

## 第三章 电源频率数据异常检测方法的研究设计

### 3.1 现状与不足

正如本文引言中所叙述的，对于电源信号频域方面的异常检测，传统方法是先将时域数据进行快速傅里叶变换，得到电源信号的频谱，然后直接分析频谱来判断电源的基波与谐波含量是否异常。由于进行傅里叶变换需要单位时间的信号数据，即使忽略后续的频谱分析时间，也存在着至少一个单位时间的延迟。如果使用传统方法，当前时刻观察分析的频谱一定是迟滞的，是之前某个时刻的频谱，这就可能造成一定的隐患。因为如果延时过久，分析的结果是没有任何意义的，而且飞机交流发电机电源至关重要，应当做到对电源信号频域部分的实时检测与分析。简而言之就是这种传统方法不具备实时性，效率不高且不够可靠。

由本文第二章的理论基础部分可以知道，LSTM神经网络是十分适合用来处理时间序列的，而且可以通过预测的方式实现对时间序列数据的实时分析，但是它并不适用于处理频域数据。本文正是基于以上两个现状，思考并研究是否能够将LSTM神经网络模型利用在分析频域信号数据上，研究出一种新的具有实时性、高效率、高可靠的频域异常检测方法，来替代传统频域异常检测方法。

### 3.2 模型设计思想

如上所述，LSTM神经网络模型仅适用于处理分析时域上的信号数据，对频域信号数据却无能为力，这是由于时域与频域的特性所决定的，频域信号数据映射到时域中对应的是完整的时域信号数据，相当于LSTM神经网络模型只有一个单独的输入，而不是连贯的时间序列信号数据，这显然是不适用来获取理想结果的。

本次研究提出的基于时域-频域-时域转换与LSTM神经网络模型的电源频率数据异常检测模型如下图所示。（**模型总体结构图**）。如图所示，模型主要分为时域-频域-时域转换、数据预处理和LSTM神经网络三个部分，其中数据预处理部分又由数据降维、数据清洗、数据缩放、数据标记四个部分组成。

#### 3.2.1 时域-频域-时域转换

本文提出一种新的思路来综合利用时域-频域-时域转换和LSTM神经网络模型。其核心思想是对电源信号的电压-时间数据（V-t）进行分段，分为一个个单位时间（如1秒）的时域时间子序列片段。然后对这些时间序列片段分别进行快速傅里叶变换，获取这些子序列片段对应的频域信号数据（F）。再按原先的时序依次将这些频域信号数据串联，来生成一个完整的频率-时间数据（F-t），这个频率-时间数据在表现上是离散而非连续的，但每个离散的单位数据之间却具有时序上的连贯性。（**如图所示，时频时转换图**）。通过这样一个拆分后再组合的过程，完成一个从时域到频域，然后再到时域的转换，从而生成可以被LSTM神经网络模型使用的时间序列数据，这个时间序列数据实际上是由一系列时间上连贯的频域数据拼接而成的，而且可用于LSTM神经网络模型。

对原始的飞机交流发电机电源信号数据，先进行分段的时频转换，然后将频域按时序串联得到完整的频谱数据。这样得到的频谱数据还不能直接用于LSTM神经网络模型进行训练，需要进行一系列预处理操作。

#### 3.2.2 数据预处理

对于机器学习任务来说，数据预处理是十分重要的，它在很大程度上影响了模型最后的结果。对于本次处理电源信号数据的任务来说，数据预处理的流程可分为：数据降维、数据清洗、数据缩放和数据标记四个部分。

首先是数据降维。数据降维通常又被称为特征提取，在很多数据处理的任务中，需要被处理的数据都属于高维数据，具有非常多的特征数目。 如果不进行降维处理，直接进行分析通常会带来极大的计算量，一方面这会使后续的模型训练时间大大增加，另一方面，过多的特征数目会带来很大的噪声，影响模型的收敛和最终结果。 因此，在直接对数据进行分析之前需要对先提取出高维数据的特征，在保证结果不受影响的情况下，尽可能地减小原始数据的维数。本次实验中通过时域-频域-时域转换得到的完整频谱数据量是十分庞大的，这是因为转换后的频谱数据维度太高，且其中的绝大多数特征分量是我们不需要关心的。因此需要对完整频谱数据进行降维处理。

一般来说，降维算法有主成分分析法（PCA）、因子分析法（FA）、独立成分分析法（ICA）、奇异值分解法等等。以上降维算法适用于特征分量之间的关联性不易被显性发现的情形，其中最常用的是主成分分析法。但是本次研究中使用的频谱数据较为特殊，由于研究目的是进行基波与谐波的异常检测，因此不需要使用上述这些具有普适性的降维算法，而是采用人工剔除筛选特征的方法来降维。这里我们只需要关注电源信号的基波与主要高次谐波即可，其中次数过高的谐波由于其含量过低可以被直接剔除，而且由于本次研究采用的是平衡三相发电机，所以偶次谐波也忽略并剔除，只保留基波和若干低次的奇次谐波即可。

（**可附降维前后对比图**）

然后是数据清洗。对降维后的频谱数据进行检查和清洗是十分重要的，数据清洗分为去除重复数据和填补缺失值两部分。对于本次采用的电源信号频谱的时序串联数据，去除重复数据可以检查时间序列，以时间序列为索引，去除采样时刻相同的重复数据。然后检查原始数据中是否有缺失值，如果有，就采用k最近邻算法进行缺失值的填补。这里对于k最近邻算法不再重点介绍。

接下来是数据缩放。本次研究使用的电源信号频谱数据的数值变化区间较大，既存在较大数量级的频率幅度数值，也存在较小数量级的频率幅度数值。因此需要将频谱数据缩放到指定的区间中，以增强数据的稳定性，同时也便于后续模型的计算处理。本次研究将电源信号的频谱数据缩放到0和1之间。

最后是数据标记。这一步的作用是规范LSTM神经网络模型的输入输出维度，以及生成符合LSTM神经网络模型要求的输入数据。机器学习根据标记信息的有无，可以大致分为监督学习和无监督学习两类。其中监督学习可以分为分类和回归两类问题。本次研究的内容是如何对飞机交流发电机电源数据的频率参数进行有效预测，来完成实时的异常数据检测，这实际上属于回归问题。然而，本次研究用到的电源信号频谱数据是没有标记信息的，无法直接用于模型训练，所以频谱数据应当先被标记。对于本次研究采用的电源信号频谱数据来说，由于频谱数据整体上是以时间序列为索引的，所以只需要把待预测的频率参数值序列前移一个时间标度，然后得到的新序列就是数据集的标记信息。这部分的详细原理可以参考第二章中对时间序列的实时预测部分的阐述。简单来说，每个时间标度的完整频谱数据就是LSTM神经网络模型的输入数据，对应的标签是前移后下一个时间标度的待预测频率参数数值，同时这部分也是LSTM神经网络模型的输出数据。

#### 3.2.3 LSTM神经网络模型

本文使用的LSTM神经网络模型结构如图所示（**LSTM结构图**）。

经过预处理后的数据直接进入LSTM层，在LSTM层后面有7个隐藏层，最后是一个输出维度为1的全连接层（该模型每次只对一个传感器数据进行预测）。实际上，如果把这7个隐藏层移除，模型依然可以正常工作。然而，如果添加了隐藏层，模型的预测效果会更好。因为从深度学习的理论上来说，参数越多的模型复杂度越高，“容量”越大，这种模型可以完成更复杂的任务。换句话说，添加这些隐藏层可以显著增强模型的性能。增加神经网络的层数是最简单的深度学习方法。但是，隐藏层数目并不是越多越好。过多的隐藏层数目会带来收敛困难、计算量过大等等问题。因此，选取合适的隐藏层数目十分重要，这对LSTM网络模型性能的提升有很大的帮助。

（**详细叙述dense与dropout**）

## 第四章 **模型实现与实验结果分析**

### 4.1 原始数据介绍

（**下采样不影响结果。说明原因。**）

### 4.2 时频转换结果

### 4.3 数据预处理

### 4.4 网络训练与调参

### 4.5 实验结果与分析

## 第五章 对比实验结果与分析

短时FFT？

## 第六章 总结与展望