**权重初始化**

**错误：全零初始化。**让我们从应该避免的错误开始。在训练完毕后，虽然不知道网络中每个权重的最终值应该是多少，但如果数据经过了恰当的归一化的话，就可以假设所有权重数值中大约一半为正数，一半为负数。这样，一个听起来蛮合理的想法就是把这些权重的初始值都设为0吧，因为在期望上来说0是最合理的猜测。这个做法错误的！

因为如果网络中的每个神经元都计算出同样的输出，然后它们就会在反向传播中计算出同样的梯度，从而进行同样的参数更新。换句话说，如果权重被初始化为同样的值，神经元之间就失去了不对称性的源头。

**小随机数初始化。**因此，权重初始值要非常接近0又不能等于0。解决方法就是将权重初始化为很小的数值，以此来打破对称性。其思路是：如果神经元刚开始的时候是随机且不相等的，那么它们将计算出不同的更新，并将自身变成整个网络的不同部分。小随机数权重初始化的实现方法是：W = 0.01 \* np.random.randn(D,H)。其中randn函数是基于零均值和标准差的一个高斯分布来生成随机数的。根据这个式子，每个神经元的权重向量都被初始化为一个随机向量，而这些随机向量又服从一个多变量高斯分布，这样在输入空间中，所有的神经元的指向是随机的。也可以使用均匀分布生成的随机数，但是从实践结果来看，对于[算法](http://lib.csdn.net/base/datastructure" \t "_blank" \o "算法与数据结构知识库)的结果影响极小。

***警告****。*并不是小数值一定会得到好的结果。例如，一个神经网络的层中的权重值很小，那么在反向传播的时候就会计算出非常小的梯度（因为梯度与权重值是成比例的）。这就会很大程度上减小反向传播中的“梯度信号”，在深度网络中，就会出现问题。

**使用1/sqrt(n)校准方差。**上面做法存在一个问题，随着输入数据量的增长，随机初始化的神经元的输出数据的分布中的方差也在增大。我们可以除以输入数据量的平方根来调整其数值范围，这样神经元输出的方差就归一化到1了。也就是说，建议将神经元的权重向量初始化为：w = np.random.randn(n) / sqrt(n)。其中n是输入数据的数量。这样就保证了网络中所有神经元起始时有近似同样的输出分布。实践经验证明，这样做可以提高收敛的速度。

上述结论的推导过程如下：假设权重![w](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAHCAYAAAA8sqwkAAAAn0lEQVQYGU2QCw3CQBBE76qgqYRKIMFBJVAL4AAPlVAJJEjAAVigEgoOjjeb2YRNJjuz/7vSWivYCZzBVdqxCb2a9/AP6Lta6wHyBS9wAWkz5C1BU+YH6dFTFvgibq3iyFnH9kg6oJXZHCdk839DR1HhrFGexCaP6X6dGEZeAyIXDY7v9nJHoLvTJobdJarXaYve8HSFivUBN6CHPnL7D0IRWnMKsqPbAAAAAElFTkSuQmCC)和输入![x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAHCAYAAADam2dgAAAAfElEQVQYGU2NARGAMAwDVxRwSEDCQAI4mAaQgAYkoAGkAJbGB7o7epclabPWcs5BZWbpFSGM8AZ60IE9eCiJXSuwu17RsQzaX+hiMBQvNv9B/yvO0spWvLj6GwID/i49fCtdISLQbdUMzld9TxRpUwNq37KoiU5g4uwh/wDYNTZbyvsckwAAAABJRU5ErkJggg==)之间的内积为![s=\sum^n_iw_ix_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFYAAAAtCAYAAAA0s5z1AAAEaklEQVRoBe2agVEbMRBFbYYCCB3EdGDSQaADIB2YDkgJGdIBSQVJ3AFQQSAdQEqADsh/Qqs5X87m7ixZuhlrRpZO2t3b/V6tVrLHLy8voxLLeDyeSq8jr9ujbyfS92uJ+tZ1GhcMrIF6KR0PUVxg31u/bkhpzzulKWT6CMAb9fHaL4wJVIC+oz+EUiywHrxjtQBMOVW98gC7gZI/Sgd2JM999gDSflC1eFsyrqNiY2zRqLVQrniPbWFDkSRbYBN9LVtgt8AmQiCR2N1EcluJVepUPfb9acG0J5p9Vdqmcqgsoo2cJt64Y1KElCZLlSUXqoBLnXXVQzwcIJDxoIqMX11lpKLPnm7Ja68FiB1fD2RorzxVck4k57vqe8mw3FePeUoJwLKs/6rSPgqUg75QCFw8+JNkfO4rIxZf9qzAexfHVcpE4Fy9drt/Shbx9Xd3zvgc2T3WTBKgl+oTLynHAsnuCF5HBvZZDLDgJnDv1bCciZFFxErp0atkDwU1rS0kEG9va3ODeiwKWC1/MgIDd+rDw6AANWVDKJAReMlMNaQ7MnRuhJtspQsbGLpQosRbySQdc4cL2eV+3tEYad6pns+9/WQnS0OQlyGSEffE6Mg1Jr9ukD8v7gkacIcDT8hvSuqOJp546cGB+Za1c+LvdbCk/0nv2TM9+7TiJ24DIu2DyVAfcC4qz+TUDgPG/LxhclKhg88dRtSy6U5rc5MAnCYRCsOREeVsUVYV66hX6+gifgMHEPgNzZyJL68KZADZaKyt0bHJrsSpCqzzUjHgIWt7iSm0Tis9ACKaLl6WgUzoe6rqp+elwNbo9Lj6GsBdwvjYcSNit3HoGc89U/2m2lhEQyhoU64ld6mcZQIkH8OJix/F/7yMru245OE4OJLtIYSG8OOkf5+b87TMc6lzDp8VzTEeLnqgRWYTDwbg2iGOqQ+wYYmIMXj2pvpepxDX1n0v9qhW4yurIVzaqB/epT7ggQtOocaFJRdC1MehQmhS3/GpXeBxWYHQxjPwCoSxc95JYPhW9LzRIn2I9xgV9c8ZkguYduTFXrzxhyo2s2LNmzmsOFqNzdUHNFYzoELDXQQ67ms+rMYFHk1ovpwi5VgtrJCFJbhpDaUHGxupFCu3lZNVeXY2rfCq90kxclcMyQqq15G89KwtqP/xiHHj8bPpnVKM5YaXhFjfRPfWmPhDOvUWbcr5IjxWnsrGQgjglEXs61Ukh7jIl5O97ObWQGCwYbIRcLQMm0cXvSSDwwSg4vXvuvCmos0OrAy7VXXnbA/QKlvZvS1zoeXXBsDE4ynzdTz+VUScz3AJE0dcNykCkvSFVC9WiXJhE0OZ3MCyhKMVeWurtCjaC1cIygrsCr0GP1VEVjB4FBsM2ALbAEqMocEAq42Of3Pb7h/D9qQytjE2EbyD8dhE9icTWzywLH/VGaEgGQoJBBcPrGwmrv70bQII0ogcRIyVt4ZL5zQwxJc6FGA7XzrHh6qbxCGEAizqc+ncDYnI1P8A8d0x0b/dD+EAAAAASUVORK5CYII=)，这是还没有进行非线性激活函数运算之前的原始数值。我们可以检查![s](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAHCAYAAADEUlfTAAAAZ0lEQVQIHWP8//8/AwgwMjIKAKk0IL4H4oMBSBKqYCZQQAnKVgKyV4MloAK7gQIgBS5wDXAGUBdYNQPDeyANwgIwI0NAHCSFIBPSmKAOqQRy0MEeRpBqoAKQzg9ADHKxEBCfAYqfAwBEJDm4LNOEeAAAAABJRU5ErkJggg==)的方差：
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在前两步，使用了[方差的性质](https://link.zhihu.com/?target=http%3A//en.wikipedia.org/wiki/Variance" \t "_blank)。在第三步，因为假设输入和权重的平均值都是0，所以![E[x_i]=E[w_i]=0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAH4AAAASCAYAAACdFWqpAAADlElEQVRoBeWYgVEbMRBFMZMCGNKB6cBJOoAODKkg0AFMSiAdkFSQQAeQCgh0EEoI6YC8p5w0e7YB+3w+G6wZWauVdqW/K2nX13t4eNhoUnq93hZyP6l31E/o+TurHnQcIrNHvUb+y6zyi57fBsa4x1XC25vT8Z+RP4ngmtAY5Aw9R01kFylTOb4VjHGfXeKtDltefitfsDeZY8ukPo2O9CZeUK+puexAHFBPEP6amS+tXQeM2SeV04uz6Q+pp17WmuNh3DFwjuAh9H5WkFvGLjP9Utt1wBh84yU2lKYC9gt8+I1O3fHVuBNvK3q0MZ6/hvLqMeJgc7C+B33EYVuMDTZHmHZ3qVeZz6R+pUSWCdyoojz1JbXrgNGwPanow37N8ZWDBwzEJ/2IU5Mydk9PpidplIcO44j1jDqgHla0xl56YS/ehMYYkRebmI4zGOhd6pl9Wm/UvW0eX1K7/ci6f+Bv12I8jPfV5D02rnFKfKj4TzbIDDkYJoUaQFkz4n3oU2gXbFSQN++Yplyy3nOJZ2OM7EObeAl89dxT/gtqPvSbuuHFYN4vSA2fLoz8WUrLeCcvzUbdbKrM8NTe5L4t5Tj2Mw3fE22GGOWNKVnXDeO7uR9b+K4T5/p3ruhZJF2t3Qhj3jOtB7lgh9bpEU/NZox1jpc1PaSYsm5XePfUYe2ph1GLffQt5QZxEof/WZN/WSTG/wH9kitECfiGjzg3Di+abowx7Nm/u+Vph94OY2P7XxLeZF98Nhpy7N+Vp76aYELwPe6cTafninHB/ohjj9HM1bjlnwH9SdnlY+JjfORbeerRI+i5MIrFDQZHi9WnPZVqjbkOdRt49Rt63MdYyGHstjieCQIQUHGYfQsKfDZ2VJYYE36qOR+Z439Hv8IVY0Ar7zcCjeY675g39Zc65o59U0BHkzIXxrBgzFc+wI92MbzlPGfZeA1J2jl9XcX+Xt5EJ8fDMEN1gqekZKv031J1mgbzy91TxZNlRutclZ9AGxp8BnO40BC+Gm05ElXTlZYwppuOLj+E5LDnP6CjjBU6hrel4dUq2l3cYW9e3uR4BxtV9PpslgRnWj3KUM3+y7r0O0vu4rrP0eyrEcaod1XxbrKxros35YpT6EuyDmUl8S7D8T6FB9yKsVzilZ6ClcSbYnyXBsfhUyd1Xe5rUWutKt55b7yfKs+pxsKZC3J++vSvWvrqNbOCbgTmwhi3uEp4/wG9Wu/ce0ZtPAAAAABJRU5ErkJggg==)。注意这并不是一般化情况，比如在ReLU单元中均值就为正。在最后一步，我们假设所有的![w_i,x_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACQAAAAKCAYAAADcpvzeAAABeklEQVQ4EZWUjU3DQAyFk05QsQEdIYUNygaFEdoNqDoCbFBGgG4AI1A2ADagbJB+z9gnRwJxsWT5+efe+e6ctH3fN23bLpumOUOn+PdYxRaYa/w1eAr+RM/xv7GjxPm15grdoRfoHH2C7wVbZEJxh6dNXtF1ydAM+F2+N6G8mh4laob1e6kv3IIfwNrz6zeyGQWK30mF3VczlnP/NnLu66Qln3MZ5xrwAV3kfGDixmebK4gc0WhOT3SMYs8PGsq5WgwnpT8H/stOKNK8zGQp+pBFND96IhPyajByHh1n4BDnW6yKPcMPaw25k9/zkpjeOETXbDMgInSF6opNIhZ+WOIdqlGQaD7LIcGaXbsMagqfNeQ3syexlFL37MXyV+ByMrBu89EtxkSn31Grm8xiXy5x5TdKiF+ccUBCQz4SZY5qMSQ6tb6estaJ/x3yvCZw5iuEkayxEOgL1G10UQ8eNBjxGpv58gwRrxb9zG7YzJ7SnyrPXDWRFxa+E+jBtK7pmYHsAAAAAElFTkSuQmCC)都服从同样的分布。从这个推导过程我们可以看见，如果想要![s](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAHCAYAAADEUlfTAAAAZ0lEQVQIHWP8//8/AwgwMjIKAKk0IL4H4oMBSBKqYCZQQAnKVgKyV4MloAK7gQIgBS5wDXAGUBdYNQPDeyANwgIwI0NAHCSFIBPSmKAOqQRy0MEeRpBqoAKQzg9ADHKxEBCfAYqfAwBEJDm4LNOEeAAAAABJRU5ErkJggg==)有和输入![x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAHCAYAAADam2dgAAAAfElEQVQYGU2NARGAMAwDVxRwSEDCQAI4mAaQgAYkoAGkAJbGB7o7epclabPWcs5BZWbpFSGM8AZ60IE9eCiJXSuwu17RsQzaX+hiMBQvNv9B/yvO0spWvLj6GwID/i49fCtdISLQbdUMzld9TxRpUwNq37KoiU5g4uwh/wDYNTZbyvsckwAAAABJRU5ErkJggg==)一样的方差，那么在初始化的时候必须保证每个权重![w](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAHCAYAAAA8sqwkAAAAn0lEQVQYGU2QCw3CQBBE76qgqYRKIMFBJVAL4AAPlVAJJEjAAVigEgoOjjeb2YRNJjuz/7vSWivYCZzBVdqxCb2a9/AP6Lta6wHyBS9wAWkz5C1BU+YH6dFTFvgibq3iyFnH9kg6oJXZHCdk839DR1HhrFGexCaP6X6dGEZeAyIXDY7v9nJHoLvTJobdJarXaYve8HSFivUBN6CHPnL7D0IRWnMKsqPbAAAAAElFTkSuQmCC)的方差是![1/n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAAQCAYAAADj5tSrAAABSklEQVQ4EZ2UgXHCMAxFEy4D9Bgh3YA7NqAbACPQDbpDu0FGaOkGsAGXblBG6GWD9P1g5ZxAjI3u/tmSvyRHkpO1bZsJyArsTQ+t8N7AU4jjnxV5niv4i5xACWJkSZCPGGLHsYwoa1CbPrXCWYDd1Pkt+wyHVHnF4SvF6ZEk6mGTkqRIIdM/lfTg+2DboT+DT2A97VYuc+mb1RDC3Z7AGUwfuvqjgdG01dp78dheJje6XNxYwc7Al4ZAKt0SVG6fwVXynhudBCeVRSXphaAWSM/AHwbpRyOmJNHb+DFHW92t/+wrnF0TWOnrBT/J3BzHqwt0GtudPrg13BL73F1oa8lVv3fwC/R/qcDgsaHrvG8qjt2vSCuyB6uRTTE0SIuO4x9O7RVo6izG7peLWNfC56scg4Zfs8KWu0lw33Db73CY8GlMkqRfyK10/xoFY+8C64yWAAAAAElFTkSuQmCC)。又因为对于一个随机变量![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALCAYAAABPhbxiAAAAv0lEQVQoFYVSARHDIAyEKaiGSugstA6qAQnzUAnTUAnVMAnTUAnsn/G5lB037v4CyX8ICSHnHIQQwgzsQAZewORia/UfsMlEItBivYFn42PSVb6eMIHEDENNNGE/S1R8/uD3VfiA/RH9E24QnYCV5xPfEOgtNmHoBWO5tonGGEe42IwFGMG5NxR0wI2jJqEo1T3fxybZWMS/CEFgaUVkhO88d51lTQgBb9oUkIVPgy+jcf7LbzkUoMViBf4nWTUfSzcJf8Aj2q8AAAAASUVORK5CYII=)和标量![a](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAHCAYAAADam2dgAAAAh0lEQVQYGT2PARHCMBAE/1FQDZWABixgoTjASzUgARww4KCVAHUQdjNffuaSu7/LJ8nWWliZObJdwFNNyc/4W1TIwAsMpY/wr1wcENYNzDS2riI89Cjet4HVO/uUmjSjp32SqRNY9kaFFnpOG9Vet4J/8QEPadqXR5rEuMJ9zwdo+rO7HP/9A1gjStJLMQINAAAAAElFTkSuQmCC)，有![Var(aX)=a^2Var(X)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJ4AAAASCAYAAACq92fYAAAEl0lEQVRoBdWZi1EUQRCG7ywDoDADyQAxAs8MoMgAM8AyAgozgAwUMwAjUMgAMhDIAP9v7V5n5/Z253Zn52Cqpubd/fdjex47f3p6mm06zefzhTDcCcvd1FjE60h8zqfmsw59MNn8dyovhe/HOuunnJvLNrHeX00JOoW2AL3VvN0STmd4rsTzOAVbiTnCsis+93wMyp9Uv1DfVgnefTwy26ah9407noT/LIV/7VNCrnFz8Dem1Fxkx9Dhw/sYECDq0/ccUjbbLOldHQhIBKByq8xWNAuz+vZt/FIl0akxPrQtWmyxxyPXXxi26xCb6iHmhkwaw7BnQ/nmXicsW9CkVH5w+qpvxC6GZaVthIuxUXqvHUiEcKpWY6gfhQx2EFdkXMIP2nH/um3R4INpYFcb5eyvoqUxzlK1/M+hLkwYcxFiAadyQzYfV/8kdoE+PKHvvNpKjQ/We7jVdoV4IsYU2yFKfkTKkelU64/8bKSScxNO1XVIv/N5I3lnWS4sRDcc7CoiuAm7ACHFNoP1Hjoe3rsXCT2TQtiyugwYL0lqiy7bXZZbrIzlt1ScD6fbbjFgjIutmai48WQ6vgEz+E0Gx1XULjAV/yTbjNH7a5dO5Y0yobtOAlC1xaDVQQwgN7Fftoj6geZXUUzjPBPsKH9TRhjSocYPVEJ7EF2ItCQi8hdlnmVSPpR7zeX5YvLUpSeN8aGwxT6qDha2t6pCQ6m0XeC50jYMRmmQ3kPHq5wAJUlwd4iVW6wpE4V90HyUhgL3qAPM2t9Vxfku1L9ja/wG547I9Dr10a0nLlc4C63zTALO7WUy/3uEBflSEudFj7qN+X3yaB2OFTpaY70ape0C/1bbxMCsPUjvteNJAZx5nCn1vi0Wo3AmqRxNdcCG55NHxkTnvfo5C3DmQolExa7UR3dprRkX/kQ6ol5KxFuiE3cIL5F5bFpbnpAhOnsmdglhVfUxen8VUcOJOGNs0W+OEk2pohnjRDgimiciGd5fpWAtDhzOsxkzeDUijvHtpOuLvTThOQgTcU6U4zOST41LZPDIHo9laQ+RZwVjdFXKLkBYsk2Ma6ze64hnhDEEZ7KVW6zN4xLCWQqAnhaqnALInU51nCie5/PhhfHDlETXF5hh3en4UG7Ux9ZF1OuLVjj9H6fVVorW2K12LXnaMFhfSbvAss02NbwsepexMFiVRZm3mwdlnKfuj+uMK996v+o4nZrV+0/9WKs+fyJopaXxa6dha5PoBnNPw/XWT4QFSN8bFLLitK3YcvSLfrI8XfxEp6hdTI8N2zg+k2m03uOtlqs7v0nw+JXJxs/k+TxfYGhuiOdW/x0s5HzXFTU4v9RRL4Wu5i+UoQlWImqdjNahdfxU23++13OCCh9XeCYNhvJUU+RJ5FTaLsBq2Ca33udSTqLs+adJGJyWN7fWG2F+jv8oii+RiA+s76IzFYRnT3cK24R6jyNeUYXI8Nw+/XmlJG8crrppl2T6knhNZJta7xt1PDPEib6Eri0xq73sq+N82nmcyMr05RLLZptY7xt3PDkAt9B7A1bCRPUtuASzl8wjs20aev8LF16w7+phiZsAAAAASUVORK5CYII=)，这就说明可以基于一个标准高斯分布，然后乘以![a=\sqrt{1/n}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEkAAAAVCAYAAAAKP8NQAAACu0lEQVRYCdWYjW3bMBBGraADZIZ0g/xM0GSDBN0g3cBFJyicDdJO0KYbxJ2gaDdIRmiygfseQaqUI8mSHBkWgQPJu+Px7uMdKbtYrVazqbaiKHbi/MGEATrC9xsOuRib3kwVJPz+GGn0ECaZSZSZWTQjg55HR4gNJgkSfptFixwggDuH7nJe0xi9OXTYJF/nT67cUnBk0aPBMD+nu4AMOmQY/aZ2xvqbTUpJPsVM+oTzZRYR7BIys+5TUG09oB531U12JgVSzKKjlEUpiJ79B/S/91kzKZAIzCz63CfAOl1A7nXhl3cSp2Q9i/KvaNjxVV+Dce2rd1kW/RlqHBuXrK2UJbxreG+hb5AY2EJP7OHeCiBFgHwZ3gkKc+v2tA0gdDq9JNi5x84X+tYW9/RZbwLBYLbNovfYv0qOxD0tPW1/hUL8ypH5Nf8fJCYGfJuBIpJLqLHlmzUqdRTgkCdsKflilUGsLb9gz+D0Gr/TlD18/cKLmC14NmZkZ/DK+JmbJBVdF4vaIQs8SYazW+g6zcfu3RvyKa/4kfaFP1ee5nU9coH+XSeTR9PGcZ0c/hOUx6+uoAU8LLdT6BFGfpnp8AJEG18SZK9WbnHvJTY9PTPKJz1vW2VRNFT7bRSz5u9a/OE+RubhhWZpPSTUGIcTdU7bWTbF/TzBp+RL8gHeZc6rG+srVJtJ8C2fecO6StagJx7BB/oQfyovFd3ElNWg5RbGdYbH5LGvp1OCwtiLP/hZ1yPXXz8uHyDXvrgqorwsp9wOMiuiUsrRRhm/fzPA259GihukL+sJYx0VoB/beIidO2w0PQgbTe8jSKH88fwEWhCcv8sGNwDy+jCLBgN9MHj3kRYSjJe3nx8/oa6PQ5s3fhAPBkjDewdSjDb8gCW4jR+hbehEWf5qd1B/qbJ35ZZcpEwaPz+Szq76fzVWB+qr2G5OAAAAAElFTkSuQmCC)，使其方差为![1/n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAAQCAYAAADj5tSrAAABSklEQVQ4EZ2UgXHCMAxFEy4D9Bgh3YA7NqAbACPQDbpDu0FGaOkGsAGXblBG6GWD9P1g5ZxAjI3u/tmSvyRHkpO1bZsJyArsTQ+t8N7AU4jjnxV5niv4i5xACWJkSZCPGGLHsYwoa1CbPrXCWYDd1Pkt+wyHVHnF4SvF6ZEk6mGTkqRIIdM/lfTg+2DboT+DT2A97VYuc+mb1RDC3Z7AGUwfuvqjgdG01dp78dheJje6XNxYwc7Al4ZAKt0SVG6fwVXynhudBCeVRSXphaAWSM/AHwbpRyOmJNHb+DFHW92t/+wrnF0TWOnrBT/J3BzHqwt0GtudPrg13BL73F1oa8lVv3fwC/R/qcDgsaHrvG8qjt2vSCuyB6uRTTE0SIuO4x9O7RVo6izG7peLWNfC56scg4Zfs8KWu0lw33Db73CY8GlMkqRfyK10/xoFY+8C64yWAAAAAElFTkSuQmCC)，于是得出：w = np.random.randn(n) / sqrt(n)。

Glorot等在论文[Understanding the difficulty of training deep feedforward neural networks](https://link.zhihu.com/?target=http%3A//jmlr.org/proceedings/papers/v9/glorot10a/glorot10a.pdf" \t "_blank)中作出了类似的分析。在论文中，作者推荐初始化公式为![ \( \text{Var}(w) = 2/(n_{in} + n_{out}) \) ](data:image/png;base64,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)，其中![\(n_{in}, n_{out}\)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADcAAAAKCAYAAAAQP8Y1AAABsUlEQVRIDb2VjVECMRBG76yAsQTogNEOKAEtgRLoATvADhxKwBLEDqQEpQN4L5e9CaczHA6QmY/9SbK7ybc56v1+X9V1PauqagTewBA4kmT+pTEv93vLfGPKHoA52Kh7YMFANPqlJDFvlu+OZDsK3yEfwTLrsmkRW3A08C9BsHs019M4K1/PmH8vC0aY/QElazLpYROLl5bXzEfstfVG+8nSV3kAbRAt1B66XPNfPce9Sj5i21Ura7MtHRPwnjR+ctvds+AT8xm50wdmYOk65BjMM6ZIIdtpoKf1YXfkyXyuzzEWOXbk7dYxYH6V10vGAnzjmwRzTk5KJrANNgVj/QwL8sPTUN7Y+jaxr6P7BXbjL9bxncyXc5axvThjduuwxkVRg7GHaX84+0iDgGmsRTdhspEmPXqj2LZIShR7+kr2eZCyaC975v48F7r+lhj0tt3P+li4EchesLnWzglNYluUidqL6HuoWEecxFRhlyyaq2GnqEkfaDsr3hy+XsN36Rv0LaaB7t+IQ/kA0t8HPe8lxBzq2eOVHaP83uyYpyKCl+obl930XUBuqcXc2+z/OAD3Mit0G/zPBAAAAABJRU5ErkJggg==)是在前一层和后一层中单元的个数。这是基于妥协和对反向传播中梯度的分析得出的结论。该主题下最新的一篇论文是：[Delving Deep into Rectifiers: Surpassing Human-Level Performance on ImageNet Classification](https://link.zhihu.com/?target=http%3A//arxiv-web3.library.cornell.edu/abs/1502.01852)，作者是He等人。文中给出了一种针对ReLU神经元的特殊初始化，并给出结论：网络中神经元的方差应该是![2.0/n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACcAAAAQCAYAAACV3GYgAAACE0lEQVRIDbWVgU0DMQxF71AHKB2hbABig44AjFA2KDOUDcoGCDagGyDYgI5Au0H5L9hpksshdNBIru3/HceJk2u73+8bRtu2i2A0zaX0Rvid+b1Kc+YJOdac+8TvmLbGg+J2HbIGWHELtIvinhD3a1o8hcV5sq8ky1qsY+J/zOlxrhXfjCVv6AQ8l8+RTh0rtbiPkpe/LePcF0fOufu/0YoPxW2Z7BMMo7iZY6l2PsWwNfiJeVJe+EoSDyDl+uyRCPp/KknH1JxNCia28wkUTHLBvZcEvq1Vo6rYqIo2za3wtZL1FTfpmfcpvMPpIXAfX9I59pjOhD1KfLNBa93vhyUjPgRsDe4G96m3BeJmEoV35jKvc6+EZQ9BPmtw1/lClPc95j0RWY6lgAtF0KK+wQnVBqeWcTohiig7sLP8fLZWvpZiKfoQKyKeHIGS3hfqsYphQY45O13DsgchjNPJsCQPDzHmsFiKDTWlhfHdioWREPHAUourfUoUdtgstkbWUufJTQ73LZac4Gx+HNpqFxZgKntmPo8iHLF88PTfQFRD+4kJw/jsX0UYC71aSKm4t2sHWUP2REXy0m+kd3DeIraZie9KOIVlu7Sd0jJeInzn3wFMEtvm+Wwu/0LZd1Q+14p8oWOtBcr//6HToKXXQzPXXuvQXNk8FUbb+IYNHkcrThVd69SeB1emiccsLlzovxT3BQ4Vn8XhN8gcAAAAAElFTkSuQmCC)。代码为w = np.random.randn(n) \* sqrt(2.0/n)。这个形式是神经网络算法使用ReLU神经元时的当前最佳推荐。

**稀疏初始化（Sparse initialization）。**另一个处理非标定方差的方法是将所有权重矩阵设为0，但是为了打破对称性，每个神经元都同下一层固定数目的神经元随机连接（其权重数值由一个小的高斯分布生成）。一个比较典型的连接数目是10个。

**偏置（biases）的初始化。**通常将偏置初始化为0，这是因为随机小数值权重矩阵已经打破了对称性。对于ReLU非线性激活函数，有研究人员喜欢使用如0.01这样的小数值常量作为所有偏置的初始值，这是因为他们认为这样做能让所有的ReLU单元一开始就激活，这样就能保存并传播一些梯度。然而，这样做是不是总是能提高算法性能并不清楚（有时候实验结果反而显示性能更差），所以通常还是使用0来初始化偏置参数。

实践。当前的推荐是使用ReLU激活函数，并且使用w = np.random.randn(n) \* sqrt(2.0/n)来进行权重初始化，关于这一点，[这篇文章](https://link.zhihu.com/?target=http%3A//arxiv-web3.library.cornell.edu/abs/1502.01852" \t "_blank)有讨论。

**批量归一化（Batch Normalization）。**[批量归一化](https://link.zhihu.com/?target=http%3A//arxiv.org/abs/1502.03167" \t "_blank)是loffe和Szegedy最近才提出的方法，该方法减轻了如何合理初始化神经网络这个棘手问题带来的头痛：），其做法是让激活数据在训练开始前通过一个网络，网络处理数据使其服从标准高斯分布。因为归一化是一个简单可求导的操作，所以上述思路是可行的。在实现层面，应用这个技巧通常意味着全连接层（或者是卷积层，后续会讲）与激活函数之间添加一个BatchNorm层。对于这个技巧本节不会展开讲，因为上面的参考文献中已经讲得很清楚了，需要知道的是在神经网络中使用批量归一化已经变得非常常见。在实践中，使用了批量归一化的网络对于不好的初始值有更强的鲁棒性。最后一句话总结：批量归一化可以理解为在网络的每一层之前都做预处理，只是这种操作以另一种方式与网络集成在了一起。