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# Introduction

## Problem Background

Wordle, the wide-loved web world puzzle game, was first invented by software engineer Josh Wardle, and received its shocking rise in popularity during the COVID-19 pandemic. Each day the game generates a five-letter word from a compact word list of 2,309 commonly recognized words. The game requires players to guess the word within six tries, each try followed by hints given in the form of colored tiles, where a green tile indicates that the letter is included in the word and is in the correct location. a yellow tile indicates that the letter is included but not in the correct place, and a grey tile means the letter is not included by the word at all. Players can make dynamic change to their strategy according to the given information. The game also sets a hard mode, where players are required to include the correct letters they have found in a word in their next try.

|  |
| --- |
| A four-row grid of white letters in colored square tiles, with 5 letters in each row, reading ARISE, ROUTE, RULES, REBUS. The A, I, O, T, and L are in gray squares; the R, S, and E of ARISE, U and E of ROUTE, and U and E of RULES are in yellow squares, and the R of ROUTE, R and S of RULES, and all letters of REBUS are in green squares. |

Figure 1. Wordle puzzle providing hints in the form of colored tiles.

While the word for each day is randomly generated, the reported number and portion of people succeeding in guessing the word in each try and people fail to guess the word can vary under complicated factors, including certain intrinsic attributes of the word, players' favored playing habits and puzzle-solving routines, their willingness of reporting, etc. Therefore, the daily results reflected by the reported data obtained from Twitter might well manifest some interesting characteristics. Among all the factors mentioned, we are most interested in the relation between the words' certain attributes and people's daily results. So, what are words like that are easy to solve? How is it related to the varying daily reports of results from people? These form the primary goal of our research.

## Restatement of the Problem

In our research, we aim at analyzing the statistical characteristics of the game's daily results from January 7, 2022 to December 31, 2022, based on the data obtained from users' reports on Twitter. Meanwhile, we want to make predictions about future results reported based on the analysis, and discover some regular features of the game, including the correlation between the words' intrinsic attributes and the daily results, and the difficulty level of different words. Considering the given requirements and provided data set, the problems are summarized as follows.

* Develop a model to explain the variation of the total number of reported results daily, and exploit the model to create a prediction interval for the number of reported results on March 1, 2023. Then find out and explain the possible correlation between the attributes of the word and the percentage of scores reported that were played in Hard Mode.
* Develop a model that predicts the distribution of reported results on a given future date with a given solution word. Analyze the uncertainties and reliability of the prediction based on a specific prediction for the word EERIE on March 1, 2023.
* Develop and summarize a model that classifies words by difficulty according to different word attributes. Identify the difficulty class of the word EERIE and evaluate the accuracy of the classification model.
* Discuss some other interesting features of the data set.

## Our Work

# Assumptions and Justifications

Our model is established on the basis of the following assumptions:

* **The provided data is valid, which means people reporting in the data keep true to their real scores and the mode they chose to play, and the game runs strictly under its current rule.**

The validity of our model analyses and prediction is based on the authenticity of the data provided. Considering that fake reports can be sorted out in the data collecting process, for example, only include reports that have attached images of their playing results, we decide that fake reports are not given consideration.

* **No major social change that can significantly impact the number of players occurs during the period.**

Social events like the COVID-19 pandemic can have great influence on the daily number of game participants. However, the provided data only covers the time period ranging from January 7, 2022 to December 31, 2022, which is over one year after the pandemic. Considering that social factors are not the main research object in our study, social environment is also given minor consideration in the model.

* **There is no pervasive answer sharing among players in each day's game. In other words, players do not know the answer before they solve the puzzle.**

We assume that most players solve the puzzle on their own and those who get answer from people who have already played the game count for an insignificant part of the data. Usually answer communication is likely to occur in puzzles that require a longer solving process, which makes people feel tortured by being unable to reach a solution and become eager for an answer. Because Wordle requires people to finish their guessing within only six tries, we assume that people will unlikely go to search for an answer from others.

* **Most players possess some initiative in solving the word. They have a tendency to make better choices.**

Our evaluation method of word difficulty is to a great extent dependent on the assumption that most players participating in each day's game have a desire to succeed, and they opt an intuitively better choice in the word they are going to use in their next attempt according to the hints, though the option might not be optimal. It is reasonable because it is the nature of people to have a desire to get better results when they decide that they are in for a game, else they would better not participate. Even though there are those who play casually, making merely random choices, this type of people is unlikely to take up the majority.

# Notations

The key mathematical notations used in this paper are listed in Table 1-2.

Table 1: Notations in Model 1

|  |  |
| --- | --- |
| **Symbol** | **Description** |
|  | Frequency of seasonality. |
|  | Level smoothing parameter of Winter's Multiplicative Model. |
|  | Trend smoothing parameter of Winter's Multiplicative Model. |
|  | Seasonal smoothing parameter of Winter's Multiplicative Model. |
|  | Current date. |
|  | Observed number of scores reported on the  day. |
|  | Expected level of report number on the  day. |
|  | Expected variation trend of report number on the  day. |
|  | Expected seasonal variation of report number on the  day. |
|  | Days ahead of current date of the predicted date. |

Table 2: Notations in Model 2

|  |  |
| --- | --- |
| **Symbol** | **Description** |
|  | Information quantity. |
|  | Possibility of the random event . |
|  | Information entropy. |
|  | The  letter in the word . |
|  | The original set of suggested answer word list. |
|  | The set of suggested answer word list after one guessing. |

# The Data

## Data Description

In this research, we use the data set of daily results of the Wordle game from January 7, 2022 to December 31, 2022, collected from reports of players of their scores on Twitter with data mining. The data includes the date, number of contest, word of the day, the number of people reporting that day, the number of people on hard mode, and the percentage of players succeeding in guessing the word in different tries. A failure in solving the problem is denoted by *X*.

## Data Cleaning and Visualization

During our preliminary analysis of the data set, we noticed abnormal values at the date November 30, 2022 in the data of all scores reported and February 13,2022 in the data of scores reported played in hard mode. The data were modified with linear interpolation. Visualization of the cleaned data is presented below.

|  |
| --- |
|  |

Figure 2. Visualization of fluctuation of total number of scores reported.

|  |
| --- |
|  |

Figure 3. Visualization of fluctuation of total number of scores played in hard mode.

The visualized data indicates a transformation in the variation pattern from a steep rise during the first month to a rapid decrease from February to May, and enters a subsequent stable decreasing process. We selected this part of data covering the period from May 22 to December 31 for the establishment of our predictive model. The included data shows a decreasing trend in the long run and a periodic fluctuation. Intuitively, the decreasing trend presents a linear character, and the periodic fluctuation is relatively regular and repeats every approximately seven days. This makes sense because most people follow a weekly life cycle. Weekends allow them more time and leisure to enjoy puzzles, while they hardly have time to be spent on such games on weekdays. Therefore, we made the preliminary assumption that the variation of both number of all scores reported and number of scores reported played in hard mode obey a one-week cycle.

# Predictive Model of Daily Report Number Variation

## Winter's Multiplicative Model

We first applied time series analysis and regression to describe variation of the total number of scores reported daily. As is described in former analysis, the data manifests a combined feature of a long-term linear decreasing trend and a weekly fluctuation. Therefore, we selected the Winter's Multiplicative model to describe its variation process. The model is an extension based on single exponent smoothness model. It shows efficiency in prediction data that involves both long-term trend and seasonal variation.

We identified the seasonal variation of time series to follow a cycle of 7 days, which is denoted by seasonality frequency *m*. Based on the model, the variation of the total number of scores reported daily is denoted by following equations.

The level equation is described as:

|  |  |
| --- | --- |
|  | () |
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The expected trend of variation in report number ![](data:image/x-wmf;base64,183GmgAAAAAAAGMBXwJ6CQAAAABXXQEACQAAA88BAAAEALoAAAAAAAQAAAADAQgABQAAAAwCkACQAAUAAAALAgAAAAALAAAAJgYPAAwATWF0aFR5cGUAAF4ABAAAAAMBCAAFAAAACwIAAAAABQAAAAwCXwJjAQMAAAAeAAcAAAD8AgAAAAAAAAAABAAAAC0BAAAFAAAABgEBAAAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEAugAAADgFAgA7AB8AtwA6AbEASwGpAFwBnwBsAZIAewGGAIYBeACPAXAAkgFoAJUBWQCXAVEAlgFLAJUBRACSAT8AjwE2AIUBLwB6ASoAawEoAFsBKABYASkASQEsADkBVQCbAFYAlQBXAJEAVwCQAFYAjgBTAI0ATQCMAEYAiwA+AIsAOwCLADkAiQA4AIYAOQCEADkAgQA8AH0AQQB7AHYAdwB3AHcAewB4AHwAewB7AH4AXgDvAGUA6gBvAOMAewDeAIgA3ACPAN0AlwDeAJ0A4QCjAOUArQDuALQA+QC5AAgBuwAYAbsAGwG6ACoBtwA6AbcAOgGaAP8AlwD2AJMA7wCNAOsAhgDpAHwA6wByAPAAaQD3AGEAAAFWAA8BSwA6AUcASgFFAFgBRABkAUUAbQFGAHUBSQB9AU0AhAFTAIgBWwCKAWQAiAFsAIQBdAB9AXsAdAGEAGYBigBYAZMAOQGaABoBmwAMAZoA/wCaAP8ACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIABQAAAAYBAQAAAAcAAAD8AgAA////AAAABAAAAC0BAwAEAAAALQEAAAUAAAAGAQEAAAAEAAAALQEBAHkAAAA4BQEAOgAZAW4BFwFxARQBcQH8AHEB6QCzAecAuQHnAL8B5wDCAekAxgHtAMcB8gDGAfYAxQH+AL4BBQG1AQsBqgENAagBDwGnARIBpwEVAagBFQGqARUBqgEOAbcBBQHDAfoAywHzAM4B7ADOAeYAzgHgAMwB3ADJAdkAxgHWAMEB1QC9AdUAugHWALIB6QBxAdEAcQHOAHEBzQBvAc0AbgHOAGwB0ABpAdMAaAHrAGgB9QBEAfcAQQH6AD4B/gA9AQEBPAEFAT0BBwE+AQkBQgEJAUUB/gBoARYBaAEYAWkBGQFrARkBbAEZAW4BBAAAAC0BAgAFAAAABgEBAAAABAAAAC0BAwAMAAAAQAkpAKoAAAAAAAAAYAJkAQAAAAAEAAAAJwH//wQAAADwAQAAAwAAAAAA) is described as:

|  |  |
| --- | --- |
|  | () |

where the smoothing parameter ![](data:image/x-wmf;base64,183GmgAAAAAAAGcBWgJ6CQAAAABWXQEACQAAA6cBAAAEACUBAAAAAAQAAAADAQgABQAAAAwCkACQAAUAAAALAgAAAAALAAAAJgYPAAwATWF0aFR5cGUAAFsABAAAAAMBCAAFAAAACwIAAAAABQAAAAwCWgJnAQMAAAAeAAcAAAD8AgAAAAAAAAAABAAAAC0BAAAFAAAABgEBAAAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEAJQEAADgFAwA6ABMAQgAVAbcAEAHFAAgB0gD/AN4A8wDoAO8A7ADsAO4A8wDzAPoA/AABAQoBBgEaAQYBJQEFATEBAwE9Af0ATgH0AF8B6ABvAdkAfQHJAIgBuACQAaYAlgGUAJgBiACXAXwAlAFyAJABaACKAWEAgwFaAHwBVgB1AVMAbgE3ANwBNADfATAA4QEuAOEBKgDfASgA3AEpANoBaADiAG8AzQB5ALkAhgCmAJQAlQClAIcAtwB7AMAAdwDKAHQA1QByAN8AcgDtAHMA+QB3AAMBfgAMAYYAEgGRABYBnQAXAacAFgGvABUBtwAVAbcAyADuAMgA7gDGAO4AvwDvALgA7wCzAO8AsADvAK4A7gCrAO4AqgDvAKsA7wCuAO8AsQDuALUA7gC6AO4AwADuAMYA7gDIAO4AyADuAPYAjgDxAIcA7ACDAOUAgADdAH8A1AB/AMsAgQDDAIQAuwCHAKsAkQCdAJ0AkQCsAIYAvgB9ANAAdwDjAGAAPQFeAEcBXQBRAV4AWwFiAGgBZwBzAXAAfQF7AIQBiACJAZcAigGiAIkBrgCEAbgAfQHCAHQBzABoAdMAWgHdADwB4QAsAeMAHQHjABcB4gANAeAAAwHcAPwA2AD3AMsA+wC9APwAtAD8AKgA+wCjAPoAnwD3AJwA9QCbAPEAnADuAJ4A6QCjAOUArgDiALoA4QDCAOEAzwDiANsA5QDdAOMA4ADfAOgA1gDtAM0A9QC3APcAqwD5AKAA+QCdAPgAlQD2AI4A9gCOAAgAAAD6AgAAAAAAAAAAAAAEAAAALQECAAUAAAAGAQEAAAAHAAAA/AIAAP///wAAAAQAAAAtAQMADAAAAEAJKQCqAAAAAAAAAFsCaAEAAAAABAAAACcB//8EAAAA8AEAAAMAAAAAAA==) is the weight of past level and trend components in estimating the trend of the next day.

The seasonal component ![](data:image/x-wmf;base64,183GmgAAAAAAAGMBXwJ6CQAAAABXXQEACQAAA/YBAAAEAOEAAAAAAAQAAAADAQgABQAAAAwCkACQAAUAAAALAgAAAAALAAAAJgYPAAwATWF0aFR5cGUAAF4ABAAAAAMBCAAFAAAACwIAAAAABQAAAAwCXwJjAQMAAAAeAAcAAAD8AgAAAAAAAAAABAAAAC0BAAAFAAAABgEBAAAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEA4QAAADgFAQBuALkACQG2ABABsQAVAasAGAGmABkBoAAYAZwAFQGZABEBmQANAZkACQGcAAIBoAD+AKUA+wCoAPoApQD0AJ8A7gCWAOsAiwDpAH4A6wB4AO0AcgDxAGoA+gBnAP8AZQAFAWQADAFlABEBZwAXAW0AHAF2ACABigAkAZMAJwGcACsBowAxAakAOAGtAEABsABJAbAAUAGuAF0BqgBpAaQAdAGcAH8BkgCIAYYAjwF4AJQBawCWAV8AlwFTAJYBSACUAT4AjwE1AIoBLwCCASoAegEoAG8BKgBkAS0AXQEzAFcBOgBUAUEAUwFHAFQBTQBXAU8AWwFQAGABTwBlAUwAbQFGAHMBQAB2ATsAdwE9AHsBQAB+AUMAgQFIAIQBVACIAWEAigFzAIgBewCFAYIAgQGJAHsBjQB1AZEAbgGUAGcBlQBfAZQAWAGQAFIBiABLAX0ARgFpAEIBYQA/AVkAOwFTADYBTwAwAUoAJgFJABwBSgAPAU4ABQFTAPsAWgDyAGIA6QBtAOMAeADfAIMA3QCOANwAmADdAKEA3wCqAOMAsQDpALYA7wC6APcAuwD/ALkACQG5AAkBCAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIABQAAAAYBAQAAAAcAAAD8AgAA////AAAABAAAAC0BAwAEAAAALQEAAAUAAAAGAQEAAAAEAAAALQEBAHkAAAA4BQEAOgAYAW4BFgFxARMBcQH7AHEB6QCzAecAuQHmAL8B5wDCAegAxgHtAMcB8QDGAfYAxQH+AL4BBQG1AQoBqgEMAagBDgGnARIBpwEUAagBFQGqARUBqgEOAbcBBQHDAfkAywHzAM4B6wDOAeUAzgHgAMwB2wDJAdgAxgHWAMEB1QC9AdQAugHVALIB6ABxAdAAcQHOAHEBzQBvAc0AbgHNAGwBzwBpAdIAaAHqAGgB9QBEAfcAQQH6AD4B/QA9AQEBPAEEAT0BBwE+AQgBQgEIAUUB/gBoARUBaAEYAWkBGAFrARgBbAEYAW4BBAAAAC0BAgAFAAAABgEBAAAABAAAAC0BAwAMAAAAQAkpAKoAAAAAAAAAYAJkAQAAAAAEAAAAJwH//wQAAADwAQAAAwAAAAAA) is described as:

|  |  |
| --- | --- |
|  | () |

where the seasonal smoothing parameter ![](data:image/x-wmf;base64,183GmgAAAAAAAFYBWgJ7CQAAAABmXQEACQAAAzMBAAAEALEAAAAAAAQAAAADAQgABQAAAAwCkACQAAUAAAALAgAAAAALAAAAJgYPAAwATWF0aFR5cGUAAFsABAAAAAMBCAAFAAAACwIAAAAABQAAAAwCWgJWAQMAAAAeAAcAAAD8AgAAAAAAAAAABAAAAC0BAAAFAAAABgEBAAAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEAsQAAADgFAQBWAAUB6QDyAA8B4QA0AdEAWgHDAIEBvwCcAbkAuAG5ALoBuAC+AbYAxgGzAM8BrADhAaoA5QGnAOgBpQDpAaMA6gGgAOkBngDoAZ0A5QGdAOEBnQDfAZ4A1wGfAM4BoQDFAaMAvQGlALcBrACcAbUAgQG3AGEBtwBUAbQAQAGwACsBrAAhAagAGQGiABEBmwAKAZMABAGKAAABgAD+AHUA/QBrAP4AYQAAAVcABAFOAAoBRgAQAT8AFwE6ACABNwApATQALQEwAC4BLgAuASoALAEoACoBKQAoAS4AGgE0AAwBPQD/AEcA9ABTAOoAYADjAG4A3gB8ANwAiwDeAJcA4wCiAOsAqgD1ALAAAAG2AAwBvgAlAcEAMwHDAEEBxABHAcUATAHFAFABxQBTAdAAOQHcAB4B6QACAfgA5QD6AOIA/gDhAAIB4QAFAeMABgHmAAUB6QAFAekACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIABQAAAAYBAQAAAAcAAAD8AgAA////AAAABAAAAC0BAwAMAAAAQAkpAKoAAAAAAAAAWwJXAQAAAAAEAAAAJwH//wQAAADwAQAAAwAAAAAA) decides the weight that past level, long-term trend and seasonal component should be considered in estimating the seasonal variation of the

report number of the next day. Seasonal component varies with a cycle of 7 days.

The estimated value of future number of scores reported is influenced by the superimposed effects of the trend and seasonal components. In Winter's Multiplicative Model, the aggregational effect is their product.

The predictive equation of Winter's Multiplicative Model is presented as follows. It gives the predicted value on the *t+hth* day, which is *h* days ahead of the current date *t*.

|  |  |
| --- | --- |
|  | () |

## Model Solution and Testing

We picked out the data during the period from May 22 to December 1 as training group,

while data after December 2 as testing group. Fitting result is presented in the diagrams below.

The smoothing parameters are decided under maximized fitting goodness. When ![](data:image/x-wmf;base64,183GmgAAAAAAADMCXwJ6CQAAAAAHXgEACQAAA2MCAAAEADIBAAAAAAQAAAADAQgABQAAAAwCkACQAAUAAAALAgAAAAALAAAAJgYPAAwATWF0aFR5cGUAAFsABAAAAAMBCAAFAAAACwIAAAAABQAAAAwCXwIzAgMAAAAeAAcAAAD8AgAAAAAAAAAABAAAAC0BAAAFAAAABgEBAAAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEAMgEAADgFAgB4AB4APwFvATwBeAE4AYEBMwGJAS0BkAEnAZYBHwGcARcBnwEOAaABAAGfAfQAnAHqAJcB4QCQAd0AiwHaAIQB2AB9AdcAdgHYAG0B2gBkAeMAQAHlADQB5AAuAeIAJgHfAB8B2QAaAdMAFQHLABMBwwASAZUAEgF6AHsBeQCBAXkAgwF6AIUBfgCGAYUAhgGXAIcBmwCIAZ0AiwGcAI4BmwCRAZgAlgGTAJcBYQCWAS4AlwEqAJYBKACSASgAkAEpAI0BLACIATEAhwFDAIYBSwCGAVAAhAFTAIEBVgB6AY8AnACQAJgAkACVAJAAkwCPAJIAiwCRAIQAkAByAJAAbgCPAGwAiwBsAIkAbQCGAHAAgQB1AIAA5wCAAPoAgQAMAYUAHAGMACoBlgAzAaAAOgGtADwBtQA9Ab0APAHEADsBywA4AdMANQHaADAB4QArAecAHgHzAA8B/QAFAQMB+gAHAfEACwHqAAwB8AAPAfYAEwH7ABgBAAEeAQQBJAEHASsBCQEyAQkBOgEJAUABBQFkAQQBcQEDAXwBBAGIAQUBjQEIAZABCwGSARABkwEVAZMBGgGRAR4BjQEiAYkBKQF9AS4BbwExAWoBNgFpATkBaQE9AWoBPwFuAT8BbwE/AW8BDwHKABIBvgATAbIAEwGxABEBqAANAaAABAGYAPkAkwDtAJEA3wCQAMQAkAC/AJAAuwCQALkAkQC3AJEAtgCTALUAlQC0AJgAswCdAJgABQG/AAUBzgAEAdwAAQHqAPwA9gD1AAAB7AAHAeEADAHWAA8BygAPAcoACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIABQAAAAYBAQAAAAcAAAD8AgAA////AAAABAAAAC0BAwAEAAAALQEAAAUAAAAGAQEAAAAEAAAALQEBAJUAAAA4BQEASADfAfMAdwHzAHcB7QB4AesAogHCALEBtAC+AaQAxAGcAMgBlADKAYsAywGCAMsBegDJAXMAxgFtAMIBZwC+AWMAuAFfALEBXQCpAVwAnQFeAJIBYwCKAWoAhQFyAIUBcgCHAXIAiQFyAJABdACVAXkAlwGAAJUBhQCSAYoAjQGMAIcBjQCCAYwAfAGKAHkBhQB3AYAAeAF3AHsBbgCAAWYAhwFgAI4BWgCXAVYAoQFTAKsBUwC4AVMAwwFWAM4BWgDWAWAA3QFnAOIBbwDmAXgA5wGCAOUBjQDhAZcA2gGgANIBqQDAAbgArgHGAJEB3gC3Ad4AxgHeAM0B3gDSAd4A1gHeANcB3QDZAdoA2wHVANwBzgDeAccA5wHHAN8B8wAEAAAALQECAAUAAAAGAQEAAAAEAAAALQEDAAwAAABACSkAqgAAAAAAAABgAjQCAAAAAAQAAAAnAf//BAAAAPABAAADAAAAAAA=) reaches maximum value, ![](data:image/x-wmf;base64,183GmgAAAAAAAGUBWgJ6CQAAAABUXQEACQAAA2oBAAAEAOgAAAAAAAQAAAADAQgABQAAAAwCkACQAAUAAAALAgAAAAALAAAAJgYPAAwATWF0aFR5cGUAAFsABAAAAAMBCAAFAAAACwIAAAAABQAAAAwCWgJlAQMAAAAeAAcAAAD8AgAAAAAAAAAABAAAAC0BAAAFAAAABgEBAAAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEA6AAAADgFAgBNACQAFQH2AA0BEQEBASsB8gBEAeEAWgHhAG0B4gB1AeMAfAHlAIIB5wCHAekAiQHtAIoB8wCJAfoAhQH/AH8BAQF4AQQBdAEJAXIBCwFyAQ8BcwEQAXcBEAF4AQ4BfwELAYQBAgGOAfcAlQHxAJYB6gCXAeIAlgHbAJQB1ACRAc8AjAHIAIEBxAB2AbEAgwGbAI4BkACSAYQAlQF4AJYBbACXAVsAlQFMAJABPgCHATQAewEtAG0BKQBcASgAUgEpAEYBLAA5ATIAJwE7ABYBRwAGAVYA+ABmAOwAdwDkAIkA3gCbANwAqwDeALkA4wDFAOoAzwD0ANcAAAHdAA0B4AAcAeEALAHhAEYB7AA2AfYAIgEAAQwBBwH2AAkB8QAOAfAAEAHwABQB8QAVAfUAFQH2ABUB9gDBAGgBwQBkAcAAXgHAADIBwAAkAb4AFwG8AAoBuAD/ALMA9gCsAO8AowDrAJgA6QCNAOsAgQDvAHcA9wBtAAABYwANAVsAGwFWACoBUQA6AU4ASgFMAFgBSwBgAUwAagFPAHQBVAB9AVsAhAFjAIgBbgCKAXkAiQGFAIgBjwCFAZoAgQGuAHYBwQBoAcEAaAEIAAAA+gIAAAAAAAAAAAAABAAAAC0BAgAFAAAABgEBAAAABwAAAPwCAAD///8AAAAEAAAALQEDAAwAAABACSkAqgAAAAAAAABbAmYBAAAAAAQAAAAnAf//BAAAAPABAAADAAAAAAA=), ![](data:image/x-wmf;base64,183GmgAAAAAAAGcBWgJ6CQAAAABWXQEACQAAA6cBAAAEACUBAAAAAAQAAAADAQgABQAAAAwCkACQAAUAAAALAgAAAAALAAAAJgYPAAwATWF0aFR5cGUAAFsABAAAAAMBCAAFAAAACwIAAAAABQAAAAwCWgJnAQMAAAAeAAcAAAD8AgAAAAAAAAAABAAAAC0BAAAFAAAABgEBAAAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEAJQEAADgFAwA6ABMAQgAVAbcAEAHFAAgB0gD/AN4A8wDoAO8A7ADsAO4A8wDzAPoA/AABAQoBBgEaAQYBJQEFATEBAwE9Af0ATgH0AF8B6ABvAdkAfQHJAIgBuACQAaYAlgGUAJgBiACXAXwAlAFyAJABaACKAWEAgwFaAHwBVgB1AVMAbgE3ANwBNADfATAA4QEuAOEBKgDfASgA3AEpANoBaADiAG8AzQB5ALkAhgCmAJQAlQClAIcAtwB7AMAAdwDKAHQA1QByAN8AcgDtAHMA+QB3AAMBfgAMAYYAEgGRABYBnQAXAacAFgGvABUBtwAVAbcAyADuAMgA7gDGAO4AvwDvALgA7wCzAO8AsADvAK4A7gCrAO4AqgDvAKsA7wCuAO8AsQDuALUA7gC6AO4AwADuAMYA7gDIAO4AyADuAPYAjgDxAIcA7ACDAOUAgADdAH8A1AB/AMsAgQDDAIQAuwCHAKsAkQCdAJ0AkQCsAIYAvgB9ANAAdwDjAGAAPQFeAEcBXQBRAV4AWwFiAGgBZwBzAXAAfQF7AIQBiACJAZcAigGiAIkBrgCEAbgAfQHCAHQBzABoAdMAWgHdADwB4QAsAeMAHQHjABcB4gANAeAAAwHcAPwA2AD3AMsA+wC9APwAtAD8AKgA+wCjAPoAnwD3AJwA9QCbAPEAnADuAJ4A6QCjAOUArgDiALoA4QDCAOEAzwDiANsA5QDdAOMA4ADfAOgA1gDtAM0A9QC3APcAqwD5AKAA+QCdAPgAlQD2AI4A9gCOAAgAAAD6AgAAAAAAAAAAAAAEAAAALQECAAUAAAAGAQEAAAAHAAAA/AIAAP///wAAAAQAAAAtAQMADAAAAEAJKQCqAAAAAAAAAFsCaAEAAAAABAAAACcB//8EAAAA8AEAAAMAAAAAAA==) and ![](data:image/x-wmf;base64,183GmgAAAAAAAFYBWgJ7CQAAAABmXQEACQAAAzMBAAAEALEAAAAAAAQAAAADAQgABQAAAAwCkACQAAUAAAALAgAAAAALAAAAJgYPAAwATWF0aFR5cGUAAFsABAAAAAMBCAAFAAAACwIAAAAABQAAAAwCWgJWAQMAAAAeAAcAAAD8AgAAAAAAAAAABAAAAC0BAAAFAAAABgEBAAAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEAsQAAADgFAQBWAAUB6QDyAA8B4QA0AdEAWgHDAIEBvwCcAbkAuAG5ALoBuAC+AbYAxgGzAM8BrADhAaoA5QGnAOgBpQDpAaMA6gGgAOkBngDoAZ0A5QGdAOEBnQDfAZ4A1wGfAM4BoQDFAaMAvQGlALcBrACcAbUAgQG3AGEBtwBUAbQAQAGwACsBrAAhAagAGQGiABEBmwAKAZMABAGKAAABgAD+AHUA/QBrAP4AYQAAAVcABAFOAAoBRgAQAT8AFwE6ACABNwApATQALQEwAC4BLgAuASoALAEoACoBKQAoAS4AGgE0AAwBPQD/AEcA9ABTAOoAYADjAG4A3gB8ANwAiwDeAJcA4wCiAOsAqgD1ALAAAAG2AAwBvgAlAcEAMwHDAEEBxABHAcUATAHFAFABxQBTAdAAOQHcAB4B6QACAfgA5QD6AOIA/gDhAAIB4QAFAeMABgHmAAUB6QAFAekACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIABQAAAAYBAQAAAAcAAAD8AgAA////AAAABAAAAC0BAwAMAAAAQAkpAKoAAAAAAAAAWwJXAQAAAAAEAAAAJwH//wQAAADwAQAAAwAAAAAA) take values of 0.223, 0.058 and 0.025.

The result of Q-test with residual shows a significance of over 0.05. Residual ACF and PACF indicates that the autocorrelation coefficient of residual is not significant at all lag orders. Therefore, we contended that the model ideally describes the variation of the number of scores reported daily.

|  |
| --- |
|  |

Figure 4. Residual ACF and PACF of the predictive model.

|  |
| --- |
|  |

Figure 5. Fitting result of report number variation with Winter's Multiplicative Model

We used the model to predict the testing group data and compared the prediction with observed value. The result is presented below.

|  |
| --- |
|  |

Figure 6. Model prediction result of the testing group.

Generally, the model is fairly effective in depicting the long-term downward trend and weekly fluctuation of future number of scores reported. The result demonstrates ideal predictive ability of the model established.

## Report Number forecast Based on the Predictive Model

We used our predictive model to create a prediction interval for number of reported results on March 1, 2023. We let the parameters ![](data:image/x-wmf;base64,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) vary within a 50% confidence interval. The result shows that the predicted upper bound of the number of reported results on March 1,

2023 is 19280.1, while the lower bound is 3457.5.

|  |
| --- |
|  |

Figure 7. Prediction interval within 50% confidence interval.

# Predictive Model of Report Result Constitution Based on Word Attributes

## Selection of Index Attributes and Pre-processing

To describe the correlation between certain features of words and players' results, it is necessary to find out the index attributes of words that have decisive effects on the guessing process. We considered the attributes of words that could possibly affect the constitution of reported results, which summed up as five index attributes.

* **Number of syllables**. People tend to think of words with fewer syllables first when they make an attempt in guessing. Fewer syllables are likely to be correlated to success in fewer attempts. We used the Python pronouncing library to help count the syllables of every word. For words that are not included in the library, the data were manually set.
* **Word usage frequency**. Words that are more frequently used in daily life are more likely to pop into people's mind while they are in a game. If the word of the day is a frequently used word, people may also get higher scores.
* **Information entropy**. Information entropy evaluates the expected quantity of information a random event could possibly bring. For each possible result of every attempt, the colored tiles provide a different amount of information. The information entropy of a word applied in guessing is the expected information it could provide in a guess. The appliance of information entropy is based on the rational man supposition of Wordle players.

The amount of information is calculated by the following expression:

|  |  |
| --- | --- |
|  | () |

Here *p* is the possibility of the random event, and *I* denotes the amount of information, which is measured by *bit*. A bit of information identifies a possible result with a possibility of 50%. Therefore, we calculated information entropy with the equation presented below.

|  |  |
| --- | --- |
|  | () |

where *x* traverses all possible situation after the guess.

The information entropy included in each attempt equals the difference between total information entropy of the suggested answer words before and after the attempt. Here we assumed that the possibilities of occurrence of all words included in the suggested answer list in the next guess are equal. However, the expense of directly calculating information entropy of every word turned out to be unacceptable. To simplify the process, we calculated the information entropy of words by letter. For a guess using the word *x* in the suggested answer list, the information entropy of the *ith* letter is:

|  |  |
| --- | --- |
|  | () |

where *H(x[i])* is the information entropy of the *i*th letter in the word *x*. *wordlist* is the suggested answer list before the guess, while *wordlist'* is the list after the guess. The total information entropy of the word *x* equals:

|  |  |
| --- | --- |
|  | () |

* **Occurrence of particular letters**. While on one hand words with less frequently used letters like *z* may not become the prior choice of players, such letters provide a considerable amount of information when they appear as green or yellow tiles, which significantly narrows down the scope of suggested answers. Words with less frequently used letters might indicate a larger proportion of failures in all reports and meanwhile a larger percentage of results with fewer steps in all successful results.

We preprocessed the data and find letters whose occurrence frequency is closely related to the constitution of daily results. Among all the selected letters, *w, y, g, j, z* are letters with least occurrence frequency, and *a, e, h, i, o, s, r, t* and *n* has highest occurrence frequency.

* **Occurrence of repeated letters**. If the five-letter word contains repeated letters, one hint given by a green or yellow tile of the letter can provide more information.

For each word of the day, we counted the repeated letter pairs contained. A letter repeated once counts as 1 letter pair, while a letter repeated twice counts as 3 pairs.

## Multiple Linear Regression Analysis

The composition of daily reports depends largely on the overall difficulty of words. For quantified evaluation of word difficulty, we calculated the expected contribution of each guess under all possible word of the day in the Wordle wordlist. The less the expected contribution of a guess, the more difficult the word is estimated to be.

We used multiple linear regression to estimate the respective contribution of the five index word attributes. We have six variables in the regression model: number of syllables, word usage frequency, information entropy, occurrence frequency of 9 common letters *a, e, h, i, o, s, r, t*, *n,* occurrence frequency of 5 uncommon letters *w, y, g, j, z,* number of repeated letter pairs.

The former 334 words of the day out of the data set were selected as training group data, while the remaining were left as testing group. Preliminary regression result of OLS and variable regression coefficients are presented in Table 4 The regression coefficients are regarded as quantified distribution of factors to the guessing process.

**Table 4. OLS result of multiple regression**

|  |
| --- |
|  |

We noticed that the regression coefficient of word usage frequency is close to zero. To reduce possible error, the regression coefficients were modified after standardization of word usage frequency. The modified coefficients are presented below.

**Table 5. Modified coefficient of OLS**

|  |
| --- |
|  |

Visualization of residual shows ideal regression result, as is presented in the diagram below. The residuals stay in acceptable range and basically fits normal distribution.

|  |
| --- |
|  |

Figure 8. Residual distribution of OLS regression.

|  |
| --- |
|  |

Figure 9. Residual bar chart indicating normal distribution.

We investigated possible existence of heteroscedasticity in the regression. Both BP test and White test results indicate that the model does not include significant heteroscedasticity in any form with a confidence interval of 95%.

Then, we tested VIF to check for multicollinearity. VIF results reflect that variables show no significant signs of multicollinearity, apart from the virtual variables of existence of 1 repeated letter pairs and 2 repeated letter pairs. Considering that multicollinearity has minor effect on the prediction of the model, we decided to ignore this factor.

We used the regression model to estimate the contribution of testing group data. The residuals are controlled within [-0.01, 0.01]. It shows ideal regression effects.

|  |
| --- |
|  |

Figure 9. Scatter chart of testing group residuals.
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