|  |  |  |  |
| --- | --- | --- | --- |
| ФИО | Сумма баллов | Оценка | Подпись проверяющего |
|  |  |  |  |

# Вариант 1

**КВ. Определение нормы матрицы.**

1) Сеточная функция задана таблицей

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| x | 0 | 0.5 | 1 | 1.5 |
| f(x) | 1 | 2.19 | 3 | 1.19 |

(3) Найти первую производную в точке 1 с максимально возможной точностью. Определить порядок аппроксимации предложенного метода.

(3) Считая известными ошибку округления δ=0.01 и четвертую производную в точке 1. найдите оптимальный шаг дифференцирования метода.

2) Дана матрица ![](data:image/x-wmf;base64,183GmgAAAAAAAOALAAcACQAAAADxUgEACQAAA6ACAAACAMIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAB+ALCwAAACYGDwAMAE1hdGhUeXBlAACQARIAAAAmBg8AGgD/////AAAQAAAAwP///6T///+gCwAApAYAAAUAAAAJAgAAAAIFAAAAFAKgAUoEHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SEx1QJFPde0MZv0EAAAALQEAAAwAAAAyCgAAAAADAAAAMTExAG0CeAMAAwUAAAAUAuADzAMcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlITHVAkU917Qxm/QQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAADExMazrAngDAAMFAAAAFAIgBs8DHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SEx1QJFPde0MZv0EAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAAAwMjLeVwP6AgADBQAAABQC4ANYABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUhMdUCRT3XtDGb9BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAQXkAAwUAAAAUAqABeAMcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdbILCq7YGTQAoN0SAHlITHVAkU917Qxm/QQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAC0t5QUAAwUAAAAUAr4BsAIKAAAAMgoAAAAAAgAAAOb2VggAAwUAAAAUAh4DsAIKAAAAMgoAAAAAAgAAAOf3VggAAwUAAAAUAuADkAEKAAAAMgoAAAAAAgAAAD0tzQcAAwUAAAAUAo4EsAIKAAAAMgoAAAAAAgAAAOf3VggAAwUAAAAUApUFsAIKAAAAMgoAAAAAAgAAAOf3VggAAwUAAAAUAiAGVAYKAAAAMgoAAAAAAgAAAC0t+gIAAwUAAAAUAoYGsAIKAAAAMgoAAAAAAgAAAOj4VggAA8IAAAAmBg8AeQFBcHBzTUZDQwEAUgEAAFIBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg0EAAgSGPQA9AwABAwABAAUAAQEBAwMAAAEAAgSGEiItAgCIMQAAAQACAIgxAAABAAIEhhIiLQIAiDEAAAEAAgCIMQAAAQACAIgxAAABAAIEhhIiLQIAiDEAAAEAAgCIMAAAAQACBIYSIi0CAIgyAAABAAIEhhIiLQIAiDIAAAAAAgCWKAACAJYpAAAAAAEKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQD97Qxm/QAACgAuAIoBAAAAAAEAAADU5xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).

(4) Вычислить число обусловленности матрицы в первой и второй норме.

(6) В третьей норме.

3) (4) Решить систему линейных алгебраических уравнений **Ax**= **f** методом Гаусса с выбором главного элемента по строке, если .

(3) Пусть ошибка определения коэффициентов матрицы δ=0.1. Оценить относительную погрешность решения.

4) Для решения системы линейных уравнений **Ax** = **f**, где , используется метод простой итерации.

(2) оценить оптимальный параметр метода.

(5) оценить параметр при котором сходимость самая быстрая для данной правой части.

5) (2) Записать для системы уравнений **Ax** = **f** метод Якоби в каноническом виде, если

(3) Оценить скорость сходимости метода.

|  |  |  |  |
| --- | --- | --- | --- |
| ФИО | Сумма баллов | Оценка | Подпись проверяющего |
|  |  |  |  |

# Вариант 2

**КВ. Является ли величина нормой вектора.**

1) Сеточная функция задана таблицей

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| x | -0.5 | 0 | 0.5 | 1 |
| f(x) | -2.64 | -1 | 0.61 | -2.75 |

(3) Найти первую производную в точке 0 с максимально возможной точностью. Определить порядок аппроксимации предложенного метода.

(3)Считая известными ошибку округления δ=0.05 и четвертую производную в точке 0. найдите оптимальный шаг дифференцирования.

2) Дана матрица ![](data:image/x-wmf;base64,183GmgAAAAAAAOALAAcACQAAAADxUgEACQAAA6UCAAACAMUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAB+ALCwAAACYGDwAMAE1hdGhUeXBlAACQARIAAAAmBg8AGgD/////AAAQAAAAwP///6T///+gCwAApAYAAAUAAAAJAgAAAAIFAAAAFAKgAdsDHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SEx1QJFPdZEMZqMEAAAALQEAAAwAAAAyCgAAAAADAAAAMTExAGkD6wIAAwUAAAAUAuADWQQcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlITHVAkU91kQxmowQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAADExMaPrAm0CAAMFAAAAFAIgBkoEHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SEx1QJFPdZEMZqMEAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAAAyMDLafwJXAwADBQAAABQC4ANYABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUhMdUCRT3WRDGajBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAQXkAAwUAAAAUAqABcgYcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdVYMCqW4/TMAoN0SAHlITHVAkU91kQxmowQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAC0t6wIAAwUAAAAUAr4BsAIKAAAAMgoAAAAAAgAAAOb2VggAAwUAAAAUAh4DsAIKAAAAMgoAAAAAAgAAAOf3VggAAwUAAAAUAuADkAEMAAAAMgoAAAAAAwAAAD0tLdv3AesCAAMFAAAAFAKOBLACCgAAADIKAAAAAAIAAADn91YIAAMFAAAAFAKVBbACCgAAADIKAAAAAAIAAADn91YIAAMFAAAAFAIgBngDCgAAADIKAAAAAAIAAAAtLdYFAAMFAAAAFAKGBrACCgAAADIKAAAAAAIAAADo+FYIAAPFAAAAJgYPAH8BQXBwc01GQ0MBAFgBAABYAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgZEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINBAAIEhj0APQMAAQMAAQAFAAEBAQMDAAABAAIAiDEAAAEAAgSGEiItAgCIMQAAAQACBIYSIi0CAIgxAAABAAIEhhIiLQIAiDEAAAEAAgSGEiItAgCIMQAAAQACAIgxAAABAAIEhhIiLQIAiDIAAAEAAgCIMAAAAQACBIYSIi0CAIgyAAAAAAIAligAAgCWKQAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Ao5EMZqMAAAoALgCKAQAAAAABAAAA1OcSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=).

(4) Вычислить число обусловленности матрицы в первой и второй норме.

(6) В третьей норме.

3) (4) Решить систему линейных алгебраических уравнений **Ax**= **f** пользуясь методом 3-х точечной прогонки, если

.

(2) Пусть ошибка определения коэффициентов правой части δ=0.1. Оценить погрешность решения.

4) Для решения системы линейных уравнений **Ax** = **f**, где используется метод простой итерации.

(2) оценить оптимальный параметр метода.

(5) оценить параметр при котором сходимость самая быстрая для данной правой части.

5) (2) Записать для системы уравнений **Ax** = **f** метод Зейделя в каноническом виде, если

(4) Оценить скорость сходимости метода.

|  |  |  |  |
| --- | --- | --- | --- |
| ФИО | Сумма баллов | Оценка | Подпись проверяющего |
|  |  |  |  |

# Вариант 3

**КВ. Является ли величина нормой вектора.**

1) Сеточная функция задана таблицей

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| x | -0.5 | 0 | 0.5 | 1 |
| f(x) | -2.64 | 3 | 0.61 | 1.25 |

(3) Найти вторую производную в точке 1 с максимально возможной точностью. Определить порядок аппроксимации предложенного метода.

(3)Считая известными ошибку округления δ=0.01 и четвертую производную в точке 1. найдите оптимальный шаг дифференцирования.

2) Дана матрица ![](data:image/x-wmf;base64,183GmgAAAAAAAAAMAAcBCQAAAAAQVQEACQAAA6ECAAACAMIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIABwAMCwAAACYGDwAMAE1hdGhUeXBlAACQARIAAAAmBg8AGgD/////AAAQAAAAwP///6T////ACwAApAYAAAUAAAAJAgAAAAIFAAAAFAKgAVkEHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SEx1QJFPddMMZrQEAAAALQEAAAwAAAAyCgAAAAADAAAAMTAxAH8C9wIAAwUAAAAUAuADSgQcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlITHVAkU910wxmtAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAADIxMjQJA+sCAAMFAAAAFAIgBtsDHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SEx1QJFPddMMZrQEAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAAAxMjFeaQOLAgADBQAAABQC4ANYABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUhMdUCRT3XTDGa0BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAQXkAAwUAAAAUAqABhwMcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdXQLCjY4HDQAoN0SAHlITHVAkU910wxmtAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAC15AAMFAAAAFAK+AbACCgAAADIKAAAAAAIAAADm9nQIAAMFAAAAFAIeA7ACCgAAADIKAAAAAAIAAADn93QIAAMFAAAAFALgA5ABDQAAADIKAAAAAAQAAAA9LS0t6AEJA+sCAAMFAAAAFAKOBLACCgAAADIKAAAAAAIAAADn93QIAAMFAAAAFAKVBbACCgAAADIKAAAAAAIAAADn93QIAAMFAAAAFAIgBnIGCQAAADIKAAAAAAEAAAAt9wADBQAAABQChgawAgoAAAAyCgAAAAACAAAA6Ph0CAADwgAAACYGDwB5AUFwcHNNRkNDAQBSAQAAUgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYGRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDQQACBIY9AD0DAAEDAAEABQABAQEDAwAAAQACBIYSIi0CAIgxAAABAAIAiDAAAAEAAgCIMQAAAQACBIYSIi0CAIgyAAABAAIEhhIiLQIAiDEAAAEAAgSGEiItAgCIMgAAAQACAIgxAAABAAIEhhIiLQIAiDIAAAEAAgCIMQAAAAACAJYoAAIAlikAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtALTTDGa0AAAKAC4AigEAAAAAAQAAANTnEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA).

(4) Вычислить число обусловленности матрицы в первой и второй норме.

(6) В третьей норме.

3) (4) Решить систему линейных алгебраических уравнений **Ax**= **f** методом Гаусса с выбором главного элемента по столбцу, если .

(3) Пусть ошибка определения коэффициентов матрицы δ=0.2. Оценить относительную погрешность решения.

4) Для решения системы линейных уравнений **Ax** = **f**, где , используется метод простой итерации.

(2) оценить оптимальный параметр метода.

(5) оценить параметр при котором сходимость самая быстрая для данной правой части.

5) (2) Записать для системы уравнений **Ax** = **f** метод Якоби в каноническом виде, если

(3) Оценить скорость сходимости метода.

|  |  |  |  |
| --- | --- | --- | --- |
| ФИО | Сумма баллов | Оценка | Подпись проверяющего |
|  |  |  |  |

# Вариант 4

**КВ. Необходимое и достаточное условие сходимости метода простой итерации.**

1) Сеточная функция задана таблицей

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| x | -0.5 | 0 | 0.5 | 1 |
| f(x) | 2.52 | 3 | 2.52 | 1.25 |

(3) Найти третью производную в точке 0.5 с максимально возможной точностью. Определить порядок аппроксимации предложенного метода.

(3)Считая известными ошибку округления δ=0.05 и четвертую производную в точке 1. найдите оптимальный шаг дифференцирования.

2) Дана матрица ![](data:image/x-wmf;base64,183GmgAAAAAAAAAMAAcBCQAAAAAQVQEACQAAA6ECAAACAMIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIABwAMCwAAACYGDwAMAE1hdGhUeXBlAACQARIAAAAmBg8AGgD/////AAAQAAAAwP///6T////ACwAApAYAAAUAAAAJAgAAAAIFAAAAFAKgAUoEHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SEx1QJFPdUgMZkUEAAAALQEAAAwAAAAyCgAAAAADAAAAMjIxAvoCCQMAAwUAAAAUAuADWQQcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlITHVAkU91SAxmRQQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAADExMGx8Av0CAAMFAAAAFAIgBtsDHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SEx1QJFPdUgMZkUEAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAAAxMTI2+gJpAwADBQAAABQC4ANYABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUhMdUCRT3VIDGZFBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAQXkAAwUAAAAUAqABeAMcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdZUMCm7YGzQAoN0SAHlITHVAkU91SAxmRQQAAAAtAQAABAAAAPABAQAMAAAAMgoAAAAAAwAAAC0tLTf6AgkDAAMFAAAAFAK+AbACCgAAADIKAAAAAAIAAADm9nQIAAMFAAAAFAIeA7ACCgAAADIKAAAAAAIAAADn93QIAAMFAAAAFALgA5ABCgAAADIKAAAAAAIAAAA9LfcBAAMFAAAAFAKOBLACCgAAADIKAAAAAAIAAADn93QIAAMFAAAAFAKVBbACCgAAADIKAAAAAAIAAADn93QIAAMFAAAAFAIgBmwJCQAAADIKAAAAAAEAAAAt9wADBQAAABQChgawAgoAAAAyCgAAAAACAAAA6Ph0CAADwgAAACYGDwB5AUFwcHNNRkNDAQBSAQAAUgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYGRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDQQACBIY9AD0DAAEDAAEABQABAQEDAwAAAQACBIYSIi0CAIgyAAABAAIEhhIiLQIAiDIAAAEAAgSGEiItAgCIMQAAAQACBIYSIi0CAIgxAAABAAIAiDEAAAEAAgCIMAAAAQACAIgxAAABAAIAiDEAAAEAAgSGEiItAgCIMgAAAAACAJYoAAIAlikAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAEVIDGZFAAAKAC4AigEAAAAAAQAAANTnEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA).

(4) Вычислить число обусловленности матрицы в первой и второй норме.

(6) В третьей норме.

3) (4) Решить систему линейных алгебраических уравнений **Ax**= **f** пользуясь методом 3-х точечной прогонки, если

,

(2) Пусть ошибка определения коэффициентов правой части δ=0.1. Оценить погрешность решения.

4) Для решения системы линейных уравнений **Ax** = **f**, где , используется метод простой итерации.

(2) оценить оптимальный параметр метода.

(5) оценить параметр при котором сходимость самая быстрая для данной правой части.

5) (2) Записать для системы уравнений **Ax** = **f** метод Зейделя в каноническом виде, если

(4) Оценить скорость сходимости метода.

# Вариант 5

**КВ. Числа α и β имеют относительную погрешность решения δα и δβ соответственно. Какова относительная погрешность α/β.**

1) Сеточная функция задана таблицей

|  |  |  |  |
| --- | --- | --- | --- |
| x | -0.7 | 0 | 0.5 |
| f(x) | 4.331 | 2 | 2.375 |

(4) Найти первую и вторую производные в точке 0.7 с максимально возможной точностью.

(2) Определить порядок аппроксимации предложенных методов.

2) Дана матрица ![](data:image/x-wmf;base64,183GmgAAAAAAAMALAAcACQAAAADRUgEACQAAA6ECAAACAMIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAB8ALCwAAACYGDwAMAE1hdGhUeXBlAACQARIAAAAmBg8AGgD/////AAAQAAAAwP///6T///+ACwAApAYAAAUAAAAJAgAAAAIFAAAAFAKgAcwDHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SEx1QJFPdYwJZmMEAAAALQEAAAwAAAAyCgAAAAADAAAAMTAyAN8CVwMAAwUAAAAUAuADSgQcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlITHVAkU91jAlmYwQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAADExMuzcAtwCAAMFAAAAFAIgBs8DHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SEx1QJFPdYwJZmMEAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAAAwMTJu2QJaAwADBQAAABQC4ANYABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUhMdUCRT3WMCWZjBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAQXkAAwUAAAAUAqABMAkcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdUYMCu5g9C0AoN0SAHlITHVAkU91jAlmYwQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAC15AAMFAAAAFAK+AbACCgAAADIKAAAAAAIAAADm9jgIAAMFAAAAFAIeA7ACCgAAADIKAAAAAAIAAADn9zgIAAMFAAAAFALgA5ABDQAAADIKAAAAAAQAAAA9LS0t6AHcAtwCAAMFAAAAFAKOBLACCgAAADIKAAAAAAIAAADn9zgIAAMFAAAAFAKVBbACCgAAADIKAAAAAAIAAADn9zgIAAMFAAAAFAIgBjAJCQAAADIKAAAAAAEAAAAt9wADBQAAABQChgawAgoAAAAyCgAAAAACAAAA6Pg4CAADwgAAACYGDwB5AUFwcHNNRkNDAQBSAQAAUgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYGRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDQQACBIY9AD0DAAEDAAEABQABAQEDAwAAAQACAIgxAAABAAIAiDAAAAEAAgSGEiItAgCIMgAAAQACBIYSIi0CAIgxAAABAAIEhhIiLQIAiDEAAAEAAgSGEiItAgCIMgAAAQACAIgwAAABAAIAiDEAAAEAAgSGEiItAgCIMgAAAAACAJYoAAIAlikAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAGOMCWZjAAAKAC4AigEAAAAAAQAAANTnEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA).

(4) Вычислить число обусловленности матрицы в первой и второй норме.

(6) В третьей норме.

3) (4) Решить систему линейных алгебраических уравнений **Ax**= **f** методом Гаусса с выбором главного элемента по столбцу, если .

(3) Пусть ошибка определения коэффициентов матрицы δ=0.1. Оценить относительную погрешность решения.

4) Для решения системы линейных уравнений **Ax** = **f**, где , используется метод простой итерации.

(2) оценить оптимальный параметр метода.

(5) оценить параметр при котором сходимость самая быстрая для данной правой части.

5) (2) Записать для системы уравнений **Ax** = **f** метод Якоби в каноническом виде, если

(3) Оценить скорость сходимости метода.

|  |  |  |  |
| --- | --- | --- | --- |
| ФИО | Сумма баллов | Оценка | Подпись проверяющего |
|  |  |  |  |

# Вариант 6

**КВ. Необходимое и достаточное условие сходимости метода простой итерации.**

1) Сеточная функция задана таблицей

|  |  |  |  |
| --- | --- | --- | --- |
| x | -0.5 | 0 | 0.7 |
| f(x) | 1.875 | 1 | -1.737 |

(4) Найти первую и вторую производные в точке 0.7 с максимально возможной точностью.

(2) Определить порядок аппроксимации предложенных методов.

2) Дана матрица ![](data:image/x-wmf;base64,183GmgAAAAAAAOALAAcACQAAAADxUgEACQAAA6UCAAACAMUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAB+ALCwAAACYGDwAMAE1hdGhUeXBlAACQARIAAAAmBg8AGgD/////AAAQAAAAwP///6T///+gCwAApAYAAAUAAAAJAgAAAAIFAAAAFAKgAUoEHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SEx1QJFPdcMJZl0EAAAALQEAAAwAAAAyCgAAAAADAAAAMTAyLnACZgMAAwUAAAAUAuADzAMcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlITHVAkU91wwlmXQQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAADEyMnhaA/oCAAMFAAAAFAIgBkoEHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SEx1QJFPdcMJZl0EAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAAAxMjD43AKOAgADBQAAABQC4ANYABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUhMdUCRT3XDCWZdBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAQXkAAwUAAAAUAqABeAMcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdY8JCnrA9S0AoN0SAHlITHVAkU91wwlmXQQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAC0t1gUAAwUAAAAUAr4BsAIKAAAAMgoAAAAAAgAAAOb2VggAAwUAAAAUAh4DsAIKAAAAMgoAAAAAAgAAAOf3VggAAwUAAAAUAuADkAEMAAAAMgoAAAAAAwAAAD0tLfnEBPoCAAMFAAAAFAKOBLACCgAAADIKAAAAAAIAAADn91YIAAMFAAAAFAKVBbACCgAAADIKAAAAAAIAAADn91YIAAMFAAAAFAIgBngDCgAAADIKAAAAAAIAAAAtLdwCAAMFAAAAFAKGBrACCgAAADIKAAAAAAIAAADo+FYIAAPFAAAAJgYPAH8BQXBwc01GQ0MBAFgBAABYAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgZEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINBAAIEhj0APQMAAQMAAQAFAAEBAQMDAAABAAIEhhIiLQIAiDEAAAEAAgCIMAAAAQACBIYSIi0CAIgyAAABAAIAiDEAAAEAAgSGEiItAgCIMgAAAQACBIYSIi0CAIgyAAABAAIEhhIiLQIAiDEAAAEAAgSGEiItAgCIMgAAAQACAIgwAAAAAAIAligAAgCWKQAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AXcMJZl0AAAoALgCKAQAAAAABAAAA1OcSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=).

(4) Вычислить число обусловленности матрицы в первой и второй норме.

(6) В третьей норме.

3) (4) Решить систему линейных алгебраических уравнений **Ax**= **f** пользуясь методом 3-х точечной прогонки, если

(2) Пусть ошибка определения коэффициентов правой части δ=0.1. Оценить погрешность решения.

4) Для решения системы линейных уравнений **Ax** = **f**, где используется метод простой итерации.

(2) оценить оптимальный параметр метода.

(5) оценить параметр при котором сходимость самая быстрая для данной правой части.

5) (2) Записать для системы уравнений **Ax** = **f** метод Зейделя в каноническом виде, если

(4) Оценить скорость сходимости метода.