# 统计学习方法概论

## 统计学习

### 实现统计学习方法的步骤

1. 得到一个有限的训练数据集合
2. 确定包含所有可能的模型的假设空间，即学习模型的集合
3. 确定模型选择的准则，即学习的策略
4. 实现求解最优模型的算法，即学习的算法
5. 通过学习方法选择最优模型
6. 利用学习的最优模型对新数据进行预测或分析

## 监督学习

**输入空间**：所有输入可能取值的集合

**输出空间**：所有输出可能取值的集合

**特征向量**：每个具体的输入是一个实例

**特征空间**：所有特征向量存在的空间

**特征**：特征空间的每一维度

**回归问题**：输入输出变量均为连续变量的预测

**分类问题**：输出变量为有限个离散变量的预测

**标注问题**：输入输出变量均为变量序列的预测

注：有时候假设输入空间与特征空间为相同的空间；有时候输入空间与特征空间为不同的空间，将实例从输入空间映射到特征空间。模型实际上都是定义在特征空间上的。

记：特征向量：![](data:image/x-wmf;base64,183GmgAAAAAAAAQTewLsCQAAAACCTwEACQAAA+kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJAERIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AEQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf10Mz5mgAQAAAAtAQAACAAAADIK9ABYEAEAAABUeQgAAAAyCvQA2w4BAAAAbnkIAAAAMgr0ANkKAQAAAGl5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGABQgvl0gAH9dDM+ZoAEAAAALQEBAAQAAADwAQAACAAAADIKoAG/DQEAAAB4eQgAAAAyCqABxAkBAAAAeHkIAAAAMgqgAZgFAQAAAHh5CAAAADIKoAEWAwEAAAB4eQgAAAAyCqABTAABAAAAeHkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf10Mz5mgAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAdMPAQAAACl5CgAAADIKoAGdCwUAAAAsLi4uLAAKAAAAMgqgAaIHBQAAACwuLi4sAAgAAAAyCqAB9gQBAAAALC4IAAAAMgqgAXoCAQAAACguHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGABQgvl0gAH9dDM+ZoAEAAAALQEBAAQAAADwAQAACAAAADIK9ABbDwEAAAApLggAAAAyCvQAfg4BAAAAKC4IAAAAMgr0ACsLAQAAACkuCAAAADIK9ACDCgEAAAAoLggAAAAyCvQAMAcBAAAAKS4IAAAAMgr0ALQGAQAAADIuCAAAADIK9ABXBgEAAAAoLggAAAAyCvQAhAQBAAAAKS4IAAAAMgr0ABkEAQAAADEuCAAAADIK9ADVAwEAAAAoLhwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB0qDkKhujsYAD84xgAUIL5dIAB/XQzPmaABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABVAEBAAAAPS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCAMz5mgAAACgA4AIoBAAAAAAEAAADo5RgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)（均以列向量表示）

第i个特征向量：![](data:image/x-wmf;base64,183GmgAAAAAAAG4TngLsCQAAAAANTwEACQAAAxECAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgERIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gEQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf10hj9mGQQAAAAtAQAACAAAADIK9AC7EAEAAABUeQgAAAAyCvQAPg8BAAAAbnkIAAAAMgoAAs8OAQAAAG55CAAAADIK9AA8CwEAAABpeQgAAAAyCgACzQoBAAAAaXkIAAAAMgoAAvIAAQAAAGl5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGABQgvl0gAH9dIY/ZhkEAAAALQEBAAQAAADwAQAACAAAADIKoAEiDgEAAAB4eQgAAAAyCqABJwoBAAAAeHkIAAAAMgqgAfsFAQAAAHh5CAAAADIKoAF5AwEAAAB4eQgAAAAyCqABTAABAAAAeHkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf10hj9mGQQAAAAtAQAABAAAAPABAQAIAAAAMgqgATYQAQAAACl5CgAAADIKoAEADAUAAAAsLi4uLAAKAAAAMgqgAQUIBQAAACwuLi4sAAgAAAAyCqABWQUBAAAALC4IAAAAMgqgAd0CAQAAACguHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGABQgvl0gAH9dIY/ZhkEAAAALQEBAAQAAADwAQAACAAAADIK9AC+DwEAAAApLggAAAAyCvQA4Q4BAAAAKC4IAAAAMgr0AI4LAQAAACkuCAAAADIK9ADmCgEAAAAoLggAAAAyCvQAkwcBAAAAKS4IAAAAMgr0ABcHAQAAADIuCAAAADIK9AC6BgEAAAAoLggAAAAyCgACqAYBAAAAMi4IAAAAMgr0AOcEAQAAACkuCAAAADIK9AB8BAEAAAAxLggAAAAyCvQAOAQBAAAAKC4IAAAAMgoAAg0EAQAAADEuHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHSuPgoreGqPAvzjGABQgvl0gAH9dIY/ZhkEAAAALQEAAAQAAADwAQEACAAAADIKoAG3AQEAAAA9LgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtABmGP2YZAAAKADgAigEAAAAAAQAAAOjlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

训练数据集：![](data:image/x-wmf;base64,183GmgAAAAAAAAwWewLsCQAAAACKSgEACQAAA98BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAFBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AEwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf10+Dlm2AQAAAAtAQAACAAAADIKgAGuEgIAAAApfQgAAAAyCoABYxABAAAALH0IAAAAMgqAATwOAQAAACh9CgAAADIKgAG0CwYAAAApLC4uLiwIAAAAMgqAAbIJAQAAACwsCAAAADIKgAHUBwEAAAAoLAgAAAAyCoABzAYCAAAAKSwIAAAAMgqAAfQEAQAAACwsCAAAADIKgAGGAgIAAAB7KBwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAUIL5dIAB/XT4OWbYBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABGQsBAAAAMigIAAAAMgrgAR0JAQAAADIoCAAAADIK4AFCBgEAAAAxKAgAAAAyCuABcAQBAAAAMSgcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf10+Dlm2AQAAAAtAQAABAAAAPABAQAIAAAAMgrgAdQRAQAAAE4oCAAAADIK4AGPDwEAAABOKBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAUIL5dIAB/XT4OWbYBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABFxEBAAAAeSgIAAAAMgqAAdgOAQAAAHgoCAAAADIKgAFmCgEAAAB5KAgAAAAyCoABcAgBAAAAeCgIAAAAMgqAAagFAQAAAHkoCAAAADIKgAHcAwEAAAB4KAgAAAAyCoABIgABAAAAVCgcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdEI/CnrI+2QA/OMYAFCC+XSAAf10+Dlm2AQAAAAtAQAABAAAAPABAQAIAAAAMgqAAX4BAQAAAD0oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A2Pg5ZtgAAAoAOACKAQAAAAABAAAA6OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

## 统计学习三要素

![](data:image/x-wmf;base64,183GmgAAAAAAAA0SNALsCQAAAADETgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgEBIAAAAmBg8AGgD/////AAAQAAAAwP///77///8gEAAAvgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAH9dJgQCojYdpkC/OMYAFCC+XSAAf10dDxmrQQAAAAtAQAACQAAADIKgAEwDQQAAADL47eoCQAAADIKgAHmCAQAAACy38LUCQAAADIKgAGoBAQAAADEo9DNCQAAADIKgAEuAAQAAAC3vbeoHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHQwPwpW+HaZAvzjGABQgvl0gAH9dHQ8Zq0EAAAALQEBAAQAAADwAQAACAAAADIKgAEiDAEAAAArvQgAAAAyCoAB2AcBAAAAK70IAAAAMgqAAYIDAQAAALu9CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ArXQ8Zq0AAAoAOACKAQAAAAAAAAAA6OUYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

### 模型

例如决策函数![](data:image/x-wmf;base64,183GmgAAAAAAAOMGNALsCQAAAAAqWgEACQAAAw0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf101T1mAgQAAAAtAQAACAAAADIKYAGMBQEAAAApeQgAAAAyCmABuAMBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf101T1mAgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAWAEAQAAAFh5CAAAADIKYAHyAgEAAABmeQgAAAAyCmABIgABAAAAWXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdIJACr8QVm4A/OMYAFCC+XSAAf101T1mAgQAAAAtAQAABAAAAPABAQAIAAAAMgpgAX4BAQAAAD15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAtU9ZgIAAAoAOACKAQAAAAABAAAA6OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)表示非概率模型，条件概率![](data:image/x-wmf;base64,183GmgAAAAAAANEINALsCQAAAAAYVAEACQAAAx0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIACBIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ABwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf10mUFmHAQAAAAtAQAACAAAADIKYAFCBwEAAAApeQgAAAAyCmABYgUBAAAAfHkIAAAAMgpgAawDAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGABQgvl0gAH9dJlBZhwEAAAALQEBAAQAAADwAQAACAAAADIKYAEWBgEAAABYeQgAAAAyCmABHgQBAAAAWXkIAAAAMgpgAbYCAQAAAFB5CAAAADIKYAEiAAEAAABZeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB03kEKzDgnngL84xgAUIL5dIAB/XSZQWYcBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABfgEBAAAAPXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAcmUFmHAAACgA4AIoBAAAAAAEAAADo5RgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)表示概率模型。

### 策略

损失函数与风险函数，用![](data:image/x-wmf;base64,183GmgAAAAAAAP4HNALsCQAAAAA3WwEACQAAA/kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf103kFmtQQAAAAtAQAACAAAADIKYAEKBgIAAAApKQgAAAAyCmABNgQBAAAAKCkIAAAAMgpgAZgCAQAAACwpCAAAADIKYAEkAQEAAAAoKRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAUIL5dIAB/XTeQWa1BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmAB3gQBAAAAWCkIAAAAMgpgAXADAQAAAGYpCAAAADIKYAGWAQEAAABZKQgAAAAyCmABRgABAAAATCkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQC13kFmtQAACgA4AIoBAAAAAAAAAADo5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)表示

1. 二分类(准确率，召回率)
2. 平方损失函数(最小二乘法)
3. 绝对损失函数
4. 对数损失函数(最大似然法)

期望损失：![](data:image/x-wmf;base64,183GmgAAAAAAAPwPrwTsCQAAAACuVQEACQAAAyQCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQASADhIAAAAmBg8AGgD/////AAAQAAAAwP///7H///9ADgAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgAlEEBQAAABMCIAI/BRwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB07T8K5WhPnwL84xgAUIL5dIAB/XTJLWb4BAAAAC0BAQAIAAAAMgrZAn4FAQAAAOV5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHQnQQoFiE+fAvzjGABQgvl0gAH9dMktZvgEAAAALQECAAQAAADwAQEACAAAADIK7wMKBgEAAAA9eRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB07T8K5mhPnwL84xgAUIL5dIAB/XTJLWb4BAAAAC0BAQAEAAAA8AECAAgAAAAyCoACHwMBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf10yS1m+AQAAAAtAQIABAAAAPABAQAIAAAAMgr6ABIGAQAAAG55CAAAADIK7wO6BQEAAABpeQgAAAAyCuAC2wwBAAAAaXkIAAAAMgrgApAJAQAAAGl5CQAAADIK4AImAQMAAABlbXBlHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGABQgvl0gAH9dMktZvgEAAAALQEBAAQAAADwAQIACAAAADIKgAI1DAEAAAB4bQgAAAAyCoAC0woBAAAAZm0IAAAAMgqAAuQIAQAAAHltCAAAADIKgAJYBwEAAABMbQgAAAAyCqwDawQBAAAAbm0IAAAAMgqAAkYAAQAAAFJtHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGABQgvl0gAH9dMktZvgEAAAALQECAAQAAADwAQEACAAAADIK7wN5BgEAAAAxbRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAUIL5dIAB/XTJLWb4BAAAAC0BAQAEAAAA8AECAAgAAAAyCoACTA0CAAAAKSkIAAAAMgqAApkLAQAAACgpCAAAADIKgAL7CQEAAAAsKQgAAAAyCoACNggBAAAAKCkIAAAAMgqOAWgEAQAAADEpCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A+MktZvgAAAoAOACKAQAAAAACAAAA6OUYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)，又称平均损失、经验损失、经验风险。

**经验风险最小化**

一般认为：![](data:image/x-wmf;base64,183GmgAAAAAAAPwPrwTsCQAAAACuVQEACQAAAyQCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQASADhIAAAAmBg8AGgD/////AAAQAAAAwP///7H///9ADgAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgAlEEBQAAABMCIAI/BRwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB07T8K5WhPnwL84xgAUIL5dIAB/XTJLWb4BAAAAC0BAQAIAAAAMgrZAn4FAQAAAOV5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHQnQQoFiE+fAvzjGABQgvl0gAH9dMktZvgEAAAALQECAAQAAADwAQEACAAAADIK7wMKBgEAAAA9eRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB07T8K5mhPnwL84xgAUIL5dIAB/XTJLWb4BAAAAC0BAQAEAAAA8AECAAgAAAAyCoACHwMBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf10yS1m+AQAAAAtAQIABAAAAPABAQAIAAAAMgr6ABIGAQAAAG55CAAAADIK7wO6BQEAAABpeQgAAAAyCuAC2wwBAAAAaXkIAAAAMgrgApAJAQAAAGl5CQAAADIK4AImAQMAAABlbXBlHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGABQgvl0gAH9dMktZvgEAAAALQEBAAQAAADwAQIACAAAADIKgAI1DAEAAAB4bQgAAAAyCoAC0woBAAAAZm0IAAAAMgqAAuQIAQAAAHltCAAAADIKgAJYBwEAAABMbQgAAAAyCqwDawQBAAAAbm0IAAAAMgqAAkYAAQAAAFJtHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGABQgvl0gAH9dMktZvgEAAAALQECAAQAAADwAQEACAAAADIK7wN5BgEAAAAxbRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAUIL5dIAB/XTJLWb4BAAAAC0BAQAEAAAA8AECAAgAAAAyCoACTA0CAAAAKSkIAAAAMgqAApkLAQAAACgpCAAAADIKgAL7CQEAAAAsKQgAAAAyCoACNggBAAAAKCkIAAAAMgqOAWgEAQAAADEpCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A+MktZvgAAAoAOACKAQAAAAACAAAA6OUYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)在所有模型中，值最小的模型为**最优模型**。

**结构风险最小化**(等价于**正则化**)(防止过拟合)

一般认为：![](data:image/x-wmf;base64,183GmgAAAAAAAKIVrwTsCQAAAADwTwEACQAAA3gCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQASgExIAAAAmBg8AGgD/////AAAQAAAAwP///7H///9gEwAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgAlEEBQAAABMCIAI/BRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAUIL5dIAB/XSzIWZeBAAAAC0BAQAIAAAAMgqAAuwSAQAAACl5CAAAADIKgAJUEQEAAAAoeQgAAAAyCoACTA0CAAAAKSkIAAAAMgqAApkLAQAAACgpCAAAADIKgAL7CQEAAAAsKQgAAAAyCoACNggBAAAAKCkIAAAAMgqOAWgEAQAAADEpHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGABQgvl0gAH9dLMhZl4EAAAALQECAAQAAADwAQEACAAAADIK7wN5BgEAAAAxKRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAUIL5dIAB/XSzIWZeBAAAAC0BAQAEAAAA8AECAAgAAAAyCoACJhIBAAAAZikIAAAAMgqAAnYQAQAAAEopCAAAADIKgAI1DAEAAAB4KQgAAAAyCoAC0woBAAAAZikIAAAAMgqAAuQIAQAAAHkpCAAAADIKgAJYBwEAAABMKQgAAAAyCqwDawQBAAAAbikIAAAAMgqAAkYAAQAAAFIpHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGABQgvl0gAH9dLMhZl4EAAAALQECAAQAAADwAQEACAAAADIK+gASBgEAAABuKQgAAAAyCu8DugUBAAAAaSkIAAAAMgrgAtsMAQAAAGkpCAAAADIK4AKQCQEAAABpKQkAAAAyCuACJgEDAAAAZW1wZRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB0SUEKHHAbaQD84xgAUIL5dIAB/XSzIWZeBAAAAC0BAQAEAAAA8AECAAgAAAAyCoACng8BAAAAbG0cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdNAhCqpQiYsC/OMYAFCC+XSAAf10syFmXgQAAAAtAQIABAAAAPABAQAIAAAAMgqAAooOAQAAACttCAAAADIKgAIfAwEAAAA9bRwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB0SUEKHXAbaQD84xgAUIL5dIAB/XSzIWZeBAAAAC0BAQAEAAAA8AECAAgAAAAyCtkCfgUBAAAA5W0cAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdNAhCqtQiYsC/OMYAFCC+XSAAf10syFmXgQAAAAtAQIABAAAAPABAQAIAAAAMgrvAwoGAQAAAD1tCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AXrMhZl4AAAoAOACKAQAAAAABAAAA6OUYAAQAAAAtAQEABAAAAPABAgADAAAAAAA=)在所有模型中，值最小的模型为**最优模型**。

其中![](data:image/x-wmf;base64,183GmgAAAAAAAK8ENALsCQAAAABmWAEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf10SUFm3gQAAAAtAQAACAAAADIKYAGCAwEAAAApeQgAAAAyCmAB6gEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf10SUFm3gQAAAAtAQEABAAAAPABAAAIAAAAMgpgAbwCAQAAAGZ5CAAAADIKYAEMAQEAAABKeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB0KUEKy0j6aAD84xgAUIL5dIAB/XRJQWbeBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABNAABAAAAbHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDeSUFm3gAACgA4AIoBAAAAAAEAAADo5RgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)为模型的复杂度，是定义在假设空间上的泛函，模型![](data:image/x-wmf;base64,183GmgAAAAAAAKcBNALsCQAAAABuXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf10BT9mygQAAAAtAQAACAAAADIKYAGCAAEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAFP2bKAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)越复杂，复杂度![](data:image/x-wmf;base64,183GmgAAAAAAANsDNALsCQAAAAASXwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf10rz9mrAQAAAAtAQAACAAAADIKYAHCAgEAAAApeQgAAAAyCmABKgEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf10rz9mrAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAfwBAQAAAGZ5CAAAADIKYAFMAAEAAABKeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAKyvP2asAAAKADgAigEAAAAAAAAAAOjlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)就越大；反之模型越简单，复杂度![](data:image/x-wmf;base64,183GmgAAAAAAANsDNALsCQAAAAASXwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf10rz9mrAQAAAAtAQAACAAAADIKYAHCAgEAAAApeQgAAAAyCmABKgEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf10rz9mrAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAfwBAQAAAGZ5CAAAADIKYAFMAAEAAABKeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAKyvP2asAAAKADgAigEAAAAAAAAAAOjlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)就越小。![](data:image/x-wmf;base64,183GmgAAAAAAAP8D7QHsCQAAAADvXAEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAFCC+XSAAf10Bz5mNAQAAAAtAQAACAAAADIKYAGYAgEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB09zgK7XCQmwL84xgAUIL5dIAB/XQHPmY0BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABcgEBAAAAs3kcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdK1BCsJY+nEA/OMYAFCC+XSAAf10Bz5mNAQAAAAtAQAABAAAAPABAQAIAAAAMgpgATQAAQAAAGx5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ANAc+ZjQAAAoAOACKAQAAAAABAAAA6OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)是系数，用以权衡经验风险和模型复杂度，结构风险小需要经验风险和模型复杂度同时小，结构风险小的模型往往对训练数据以及未知的测试数据都有较好的预测。

### 算法

学习模型的具体计算方法，用什么样的计算方法求解最优模型。

## 模型评估和模型选择

## 正则化和交叉验证

## 泛化能力

## 生成模型和判别模型

## 分类问题

## 标注问题

## 回归问题

# 感知机

# K邻近法

# 朴素贝叶斯

# 决策树

# 逻辑斯谛回归和最大熵模型

# 支持向量机

# 提升方法

# EM算法及其推广

# 隐马尔可夫模型

# 条件随机场

# 统计学习方法总结