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**MOTIVATION**

Quantum computing is a relatively new field of computer science. Richard Feynman introduced the idea of a quantum computer in 1981 [1]. Four years later, David Deutsch outlined his reimagining of the Church-Turing Hypothesis – the original theoritical model developed by Alan Turing in the 1930’s upon which modern computing systems are based – dubbed the Church-Turing Principle for quantum computers [2]. Since then, engineers have been invigorated to realize such a computer.

In computational complexity theory, we separate algorithms into two general categories, P (polynomial time) and NP (non-deterministic polynomial time). Understanding the difference between the two class requires some definitions:

* Deterministic algorithms: an algorithm in which a given input always procedes through the same path within the algorithm and a given input always returns the same output.
* Polynomial-time algorithm: an algorithm in which its runtime is a polynomial function on the size of the dataset, eg. O(n), O(n2).
* Exponential-time algorithm: an algorithm in which its runtime is an exponential function on the size of the dataset, eg. O(2n), O(n!).

Thus, an algorithm in class P is one that is both polynomial time and deterministic. An algorithm in class NP is one that is in polynomial time, but is not deterministic. The distinction is that in order to solve a problem that exists in NP determintsically, an exponential-time algorithm is required. Such algorithms that expand into exponential time may be deemed “intractible”, such that over a given dataset, may not be computable in any practical timeframe even on supercomputers or CPU clusters.

Quantum computers represent the possibility for some of these otherwise intractible problems to be solved exponentially faster [3]. Yet no one knows the full potential of this new computing paradigm. In 1994, Peter Shor changed the face of computing with his work on quantum algorithms for integer factorization [4]. Shor’s algorithm can factor an n-digit number in O(lg n)3) time on a quantum computer, exponentially faster than the best current classical algorithms [5].

The P = NP problem is currently one of the most important open questions in mathematics and theoretical computer science; it hypothesizes that for all algorithms in NP, there exists some algorithm in P to solve the same problem. Most computer science researchers reject the hypothesis that P = NP. This implies that a new computational paradigm will be needed to make significant advances in computational complexity theory and quatum computing is one such paradigm.

**SIGNIFICANCE**

The realization of quantum computing algorithms requires an addition to our complexity classes: now labelled “bounded-error polynomial time” (BQP) [3]. This class represents quantum algorithms that are solved in polynomial-time; all quantum algorithms are inherently probabilistic, thus denoting such algorithms in P would be disingenuous. BQP is, however, the goal when adapting classic algorithms for quantum computers. Shor’s algorithm achieved this goal by taking a previously NP-class algorithm and formulating a BQP-class algorithm for integer factorization on quantum computers [4].

WIthin computing, a special class of problem exists called NP-Complete. Such problems have algorithms which require exponential-time to solve, but given a solution can ve verified in polynomial time. A unique facet of NP-Completes is also a concept of “reducibility”. Fundamentally, this extends that all problems in NP-Complete are related, and generating a polynomial-time algorithm for one, would lead to polynomial-time algorithms for all other NP-Completes.

To examine the unfeasiblility of some NP-complete problems, let us examine the Travelling Salesman Problem. This problem provides a fully-connected graph of n-number of cities (vertices), and weighted edges, with the goal of finding the shortest path to navigate to every city before returning to the origin city (this is also framed as minimal Hamiltonian circuit). A brute-force approach to solving this problem, by searching every Hamiltonian circuit within the graph, requires approximately calculations. Given the rapid growth of factorials, the number of circuits to search grows extremely rapidly as cities are added to the graph.

In a practical example, if one were watching to create a GPS system to that calculated the shorted route to naviagate to twenty cities, the number of calculations required would be approximately . Assume a CPU has a clockspeed of 3.0 GHz, or calculations per second. Thus, to brute-force the Travelling Salesman at n = 20, this CPU, requires over twelve years.

While algorithms that do not rely on a brute-force search have been designed to solve the Travelling Salesman problem and other problems in NP-Complete, these algorithms remain prohibitive within many practical applications that require 100% precision or extremely large datasets [6]. It is important then for quantum algorithms to be designed for these algorithms then to expand their usefulness for applications within business, industry, and other applied science research.

**RESEARCH QUESTIONS**

We will be examaning a quantum algorithm for solving an NP-Complete problem as compared to its classical algorithm counterpart. This examination includes:

* Runtime calculations – What is the current runtime of the best-known classical algorithm and quantum algorithm for solving an NP-Complete problem?
* What is presently possible? – What is the size of the dataset that is currently considered feasible to solve for using a classical algorithm? What is the size of the dataset that is currently feasible to solve for using a realized quantum computer? What is the effective cost of production for the computers running these benchmarks?
* Future projections: Using Moore’s Law, can we predict the computing power of both classical and quantum computers in the future? Can we predict the point at which realized quantum computers will surpass the capabilities of modern computers in solving an NP-Complete problem? What is the projected cost of production for these computers?
* Errors: Given that classical algorithms that solve large datasets for NP-Completes are non-deterministic, and quantum algorithms are inherently probabilistic, how do these errors affect the accuracy of the produced results?

In short, the purpose of this study is to determine the future feasibility of quantum computers in solving an NP-Complete problem such that there exists a benchmark for when we can expect quantum computers to surpass classical computers for sovling problems in this domain.

**HYPOTHESIS**

It has been calculated that in order to break a 1024-bit RSA key, a quantum computer requires 2,050 logical qubits, while currently the best quantum computers contain only 10’s of logical qubits [3]. While efforts to expand the number of qubits in quantum computers is rapidly underway, it is expected that quantum computers hosting thousands of qubits are more than a decade away. Given the overwhelming scale of the combinatorics within an NP-Complete problem, we can expect many thousands of qubits to be required to solve such problems, and can then quantify our expect timeframe for a feasible quantum computer in decades.

**METHODOLOGY**

The most daunting part of solving an NP-Complete problem is in the brute-force calculations on an n!-size set of elements. It follows then, that calculations on the runtime of the algorithm should focus more on this aspect, leaving our approach fairly problem-agnostic.

We will need to calculate the number of calculations performed by algorithm, and the number of qubits required to perform the algorithm on a quantum computer.

We will need to extrapolate current progress in quantum computer engineering to build a timeframe of when how many qubits will be available on computers in the future.

We will need to examine the error rates of classical algorithms, and the probability errors of quantum algorithms to measure the effects on the overall runtime and accuracy of such algorithms.
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