Evaluation of time and space complexity of a quantum algorithm for the Travelling Salesman problem as compared to its classical computing counterparts for benchmarks.
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TRAVELLING SALESMAN

PRACTICAL APPLICATIONS

The simplest of practical applications involve routing problems – similar to the dilema of the travelling salesman for which the problem is named; however, many problems can be interpretted as a TSP problem. In fact, any problem that involves some distance or expense between a number of points can be structured as a TSP.

Consider a problem faced by every public school district in the United States: bus routes. The average occupancy of an American school bus is 72 students. That represents a TSP of potentially 72 nodes; leaving the school to pick-up up to 72 children at their homes before returning to the school.

UPS delivers an average of about 15 million packages per day, with each truck making an average of 120 deliveries per day. This then represents a TSP of 120 cities, not including the factory.

The above two problems are relatively small TSPs (both of which, however, are intractable by a brute-force algorithm), yet need to be repeated for thousands of busses of trucks. Optimizing the efficiency of the routes for these vehicles then represents a significant savings in both time and fuel, when considering the sheer amount of vehicles that could be affected.

There exist less obvious TSPs with greatly increased n-values. Consider an astronomer who wishes to observe the galaxies visible in the night sky with a telescope.

INTRODUCTION TO NOTATION

The state of a quantum computer is often represented with Dirac notation. The following ket-vectors: represent the 0 and 1 states (analogous to bits of 0 and 1 in a classical computer) of a single qubit within a quantum computing system. These states can be re-represented as vectors of the forms and , respectively.

To expand the system for multiple qubits, one takes the direct product of all qubits within the system. For example, a two-qubit system, with both qubits in state 0 is expressed by the following:

and in vector format:

.

The associated bra-vector, or co-vector, for each state () is given as the transpose, row-vector, of the state with the complex-conjugate taken for each element. Therefore, we show the following: .

Dirac notation typically omits the operator symbols when operating on two states within an equation. For clarification, we look at the three combinations of two states:

* implies direct product, as shown above;
* implies scalar product, such that: ;
* implies cross product, such that: .

QUBIT STATE

Because a qubit does not exist discretely in the states of or , we must find the probability that the qubit will be measured in either state. The probabilities are given by complex coefficients operating on either state, typically denoted α and β as scalars for the states and , respectively. Thus, we can describe the overall state of a single qubit given:

.

We find the probability amplitudes that a qubit is measured as a 0 or 1 given the probability amplitudes of these coefficients: [1].

QUANTUM GATES

Hadamard Gate

The Hadamard gate acts to superpose the state of a qubit, giving equal probability that the qubit is measured as either 0 or 1 [2].

Hadamard Gate: . When applied to a qubit of either the or basis vectors:

;

.

Likewise, we can refer to the superposed state produced as the Hadamard basis vectors and :

Pauli-X Gate

The Pauli-X gate is the equivalent of a not-gate in classical computers, and acts to invert the values of the and states on a single qubit. This gate is represented by the Pauli-X matrix: .

It is the case then that .

Controlled Gates

Controlled gates require two qubits wherein 1 of the qubits acts as the control, while the other is being acted upon. A Controlled gate is notated as , where is the gate to be controlled [2]. In its generalized form, a controlled gate is constructed as: [3].

The effect is that the controlled gate only acts on the 2nd qubit if the control qubit’s state is 1, and has no effect if the control qubit’s state is 0.

The Controlled-Not gate (CNOT or ) then takes the form:

.

This gate then maps the following two-qubit system as:

With the following as an example: