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抽象

我们引入了一种称为外变双向编码器表示法的新语言表示模型，它代表来自变压器的双向编码器表示。与最近的语言表示模型（Peters等人）不同。， 2018a; 拉德福德等.，2018），外变双向编码器表示法旨在通过在所有层中对左右上下文进行联合条件来预训练来自未标记文本的深度双向表示。因此，只需一个额外的输出层即可对预先训练的外变双向编码器表示法模型进行微调，从而为各种任务（例如问答和语言推理）创建最先进的模型，而无需对特定于任务的架构进行大量修改。

外变双向编码器表示法在概念上很简单，在经验上很强大。它在 11 项自然语言处理任务上获得了最先进的新结果，包括将 自然语言理解能力评估 分数提高到 80.5%（绝对改进 7.7%），多语式自然语言推理 准确率提高到 86.7%（绝对改进 4.6%）， 标准问题与答案数据集 v1.1 问答测试 F1 到 93.2（绝对改进 1.5 分）和 标准问题与答案数据集 v2.0 测试 F1 到 83.1（绝对改进 5.1 分）。

# 1 引言

语言模型预训练已被证明可有效改善许多自然语言处理任务（戴和乐,2015;彼得斯等.,2018年一;拉德福德等.,2018;霍华德和罗德,2018).这些包括句子级任务，例如自然语言推理（鲍曼等.,2015;威廉姆斯等.,2018） 和释义 （多兰和布罗克特,2005），旨在通过全面分析句子以及标记级任务（例如命名实体识别和问答）来预测句子之间的关系，其中模型需要在令牌级别生成细粒度输出（金相和德宗默尔德,2003;拉杰普尔卡尔等。,2016).
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将预先训练的语言表示应用于下游任务有两种现有策略：*基于特征*和*微调*。基于特征的方法，如嵌入式语言模型（Peters等人。，2018a），使用特定于任务的架构，其中包括预先训练的表示作为附加功能。微调方法，例如生成预训练转换器（开源人工智能 生成式预训练的外变网络模型）（Radford等人）。 ， 2018），引入了最少的任务特定参数，并通过简单地微调所有预训练参数来训练下游任务 。这两种方法在预训练期间共享相同的目标函数，它们使用单向语言模型来学习一般语言表示。

我们认为，当前的技术限制了预训练表示的能力，特别是对于微调方法。主要限制是标准语言模型是单向的，这限制了在预训练期间可以使用的体系结构的选择。例如，在 开源人工智能 生成式预训练的外变网络模型中，作者使用从左到右 的架构，其中每个令牌只能关注转换器自我注意层中的先前令牌（Vaswani等人）。， 2017）。对于句子级任务来说，这种限制是次优 的，并且在 将基于微调的方法应用于令牌级任务（如问答）时可能非常有害，因为从两个方向合并上下文至关重要。

在本文中，我们通过提出外变双向编码器表示法：来自变压器的双向编码器表示来改进基于微调的方法。受完形填空任务（Taylor，1953）的启发，外变双向编码器表示法通过使用“掩蔽语言模型”（有掩码的语言模型）预训练目标来缓解前面提到的单向性约束。屏蔽语言模型从输入中随机屏蔽一些标记，目标是仅根据其上下文预测屏蔽单词的原始词汇 ID。与从左到右的语言模型预训练不同，有掩码的语言模型目标使表示能够融合左右上下文，这使我们能够预训练深度双向转换器。除了屏蔽语言模型之外，我们还使用“下一句预测”任务来联合预训练文本对表示。我们论文的贡献如下：

* 我们证明了双向预训练对语言表示的重要性。与拉德福德等人不同。 （2018），它使用单向语言模型进行预训练，外变双向编码器表示法使用掩蔽语言模型来实现预训练的深度双向表示。这也与彼得斯等人形成鲜明对比。（2018a），它使用独立训练的从左到右和从右到左 LM 的浅层串联。
* 我们表明，预先训练的表示减少了对许多 大量工程 化的任务特定 架构的需求。外变双向编码器表示法是第一个基于微调的表示模型，可在大量句子级和令牌级任务上实现最先进的性能， 优于许多特定于任务的架构。
* 外变双向编码器表示法推进了11项自然语言处理任务的最新技术。代码和预训练模型可在 [https://github.com/ google-research/外变双向编码器表示法](https://github.com/google-research/bert)上找到[。](https://github.com/google-research/bert)

# 2 相关工作

预训练通用语言表示的历史由来已久，我们将在本节中简要回顾使用最 广泛的 方法。

2.1 基于无监督特征的方法

几十年来，学习广泛适用的单词表示一直是研究的一个活跃领域，包括非神经（Brown等人）。， 1992; 安藤和张，2005; 布利策等.，2006）和神经（Mikolov等人。， 2013; 彭宁顿等.，2014）方法。预训练词嵌入是现代自然语言处理系统不可或缺的一部分，与从头开始学习的嵌入相比提供了显着的改进（Tarian等人。，2010）。为了预训练词嵌入向量，使用了从左到右的语言建模目标（Mnih and Hinton，2009），以及在左右上下文中区分正确和不正确单词的目标（Mikolov et al.，2013）。

这些方法已被推广到更粗糙的粒度，例如句子嵌入（Kiros et al.， 2015; Logeswaran和Lee，2018）或段落嵌入（Le和Mikolov，2014）。为了训练句子表示，先前的工作已经使用目标对候选的下一个句子进行排名（Jernite et al.， 2017; Logeswaran和Lee，2018），从左到右生成下一个句子单词，给定前一个句子的表示（Kiros et al.，2015），或去噪自动编码器派生目标（Hill等人。，2016）。

嵌入式语言模型及其前身（Peters等人。 ， 2017， 2018a） 将传统词嵌入研究推广到不同的维度。它们 从从左到右和从右到左的语言模型中提取上下文相关特征。每个标记的上下文表示形式是从左到右和从右到左表示的串联。当将上下文词嵌入与现有的特定于任务的架构集成时，嵌入式语言模型推进了几个主要自然语言处理基准的最新技术（Peters等人。，2018a），包括问答（Rajpurkar等人。，2016），情感分析（Socher等人。，2013），以及命名实体识别（Tjong Kim Sang和De Meulder，2003）。梅拉默德等. （2016）提出通过一项任务来学习上下文表示，以使用长短期记忆模型从左右上下文中预测单个单词。 与嵌入式语言模型类似，它们的模型是基于特征的，而不是深度双向的。 费杜斯等. （2018）表明，完形填空任务可用于提高文本生成模型的稳定性。

2.2 无监督微调方法

与基于特征的方法一样，第一个方向只从未标记的文本中预先训练单词嵌入参数（Collo和Weston， 2008）。

最近，产生上下文标记表示的句子或文档编码器已经从未标记的文本中预先训练，并针对受监督的下游任务进行了微调（Dai and Le，2015; 霍华德和罗德，2018年; 拉德福德等.，2018）。这些方法的优点是需要从头开始学习的参数很少。至少部分由于这一优势，开源人工智能 生成式预训练的外变网络模型（Radford等人）。，2018）在自然语言理解能力评估基准的许多句子级任务上取得了以前最先进的结果（Wang等人。，2018a）。从左到右的语言模型-
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| --- |
| 图 1：外变双向编码器表示法 的整体预训练和微调程序。除了输出层之外，在预训练和微调中都使用相同的架构。相同的预训练模型参数用于初始化不同下游任务的模型。在微调过程中，所有参数都会被微调。[CLS] 是在每个输入示例前面添加的特殊符号，而 [SEP] 是一个特殊的分隔符标记（例如分隔 ques- |

答案/答案）。

和自动编码器的目标函数，用于预训练这样的模型（Howard and Ruder， 2018; 拉德福德等.， 2018; 戴和乐， 2015）。

2.3 从监督数据迁移学习

也有研究表明，具有大型数据集的监督任务（例如自然语言推理）可以有效转移（Conneau 等人）。， 2017）和机器翻译（McCann et al.， 2017）。计算机视觉研究还证明了从大型预训练模型进行迁移学习的重要性，其中有效的方法是微调使用ImageNet预先训练的模型（Deng等人）。， 2009; 约辛斯基 等.， 2014）。

# 3 外变双向编码器表示法

我们将在本节中介绍外变双向编码器表示法及其详细实现。我们的框架中有两个步骤：*预训练*和*微调*。在预训练期间，模型在不同的预训练任务中针对未标记的数据进行训练。为了进行微调，首先使用预先训练的参数初始化外变双向编码器表示法模型，并使用 来自下游任务的标记数据对所有参数进行微调。每个下游任务都有单独的微调模型，即使它们使用相同的预训练参数进行初始化。图 1 中的问答 示例将作为本节的运行示例。

外变双向编码器表示法的一个显着特点是其跨不同任务的统一架构。预训练架构和最终下游架构之间的差异很小。

模型架构 外变双向编码器表示法的模型架构是基于Vaswani等人描述的原始实现的多层双向外变编码器。（2017）并在Tensor2tensor库中发布。[[1]](#footnote-1) 由于外变网络的使用已经变得普遍，并且我们的实现与原始实现几乎相同，因此我们将省略模型架构的详尽背景描述，并请读者参考Vaswani等人。 （2017）以及“带注释的外变网络”等优秀指南。[[2]](#footnote-2)

在这项工作中，我们将层数（即外变网络块）表示为*L*，隐藏大小表示为*H*，将注意自身的数量表示为*A*。[[3]](#footnote-3)我们主要报告两种模型大小的结果：外变双向编码器表示法 基础（L=12，H=768，A=12，总参数= 110M）和外变双向编码器表示法 大型（L = 24，H = 1024，A = 16，总参数= 340M）。

出于比较目的，选择外变双向编码器表示法基础具有与开源人工智能 生成式预训练的外变网络模型相同的模型大小 。然而，至关重要的是，外变双向编码器表示法的外变网络使用的双向注意自身，而生成式预训练的外变网络的外变网络使用的约束注意自身，其中每个令牌只能关注其左侧的上下文。[[4]](#footnote-4)

输入/输出表示 为了使外变双向编码器表示法处理各种下游任务，我们的输入表示能够在一个标记序列中明确表示单个句子和一对句子（例如，问题，答案）。在这项工作中，“句子”可以是连续文本的任意跨度，而不是实际的语言句子。“序列”是指外变双向编码器表示法的输入文字序列，可以是单个句子或两个句子打包在一起。

我们使用字片嵌入（Wu等人。 ，2016）与30，000词汇记号。每个序列的第一个标记始终是特殊分类标记 （[CLS]）。与此记号对应的最终隐藏状态用作分类任务的聚合序列表示形式。句子对被打包成一个序列。我们以两种方式区分句子。首先，我们用一个特殊的记号（[SEP]）将它们分开。其次，我们为每个标记添加一个学习嵌入，指示它属于句子 A 还是句子 B。如图 1 所示，我们将输入的嵌入层表示为 *E*，特殊 [CLS] 记号的最终隐层向量表示为 *C*  ∈ R H，第 i 个输入文字的最终隐层向量表示为 *Ti* ∈ R*H*。

对于给定的文字，其输入表示是通过对相应的文字、片段和位置嵌入层求和来构造的。这种结构的可视化如图 2 所示。

3.1 预训练外变双向编码器表示法

与彼得斯等人不同。 （2018a）和Radford等人。 （2018），我们不使用传统的从左到右或从右到左的语言模型来预训练外变双向编码器表示法。相反，我们使用本节中描述的两个无监督任务来预训练外变双向编码器表示法。此步骤如图 1 的左侧所示。

任务#1：有掩码的语言模型 直观地说，有理由相信深度双向模型比从左到右的模型或从左到右和从右到左的模型的浅层串联更强大。不幸的是，标准条件语言模型只能从左到右*或*从右到左进行训练，因为双向条件反射将允许每个单词间接“看到自己”，并且该模型可以在多层上下文中轻松预测目标单词。

前者通常被称为“外变网络编码器”，而仅左上下文版本被称为“外变网络解码器”，因为它可用于文本生成。

为了训练深度双向表示法网络，我们只需随机屏蔽一定比例的输入文字，然后预测这些屏蔽文字。我们将此过程称为“有掩码的语言模型”（有掩码的语言模型），尽管它在文献中通常被称为*完形填空*任务（Taylor，1953）。在这种情况下，对应于掩码文字的最终隐藏向量被馈送到词汇表上的输出软最大中，就像在标准语言模型中一样。在我们所有的实验中，我们随机屏蔽了每个序列中所有 字片 的 15%。 与去噪自动编码器相反（Vincent等人。 ，2008），我们只预测被屏蔽的单词，而不是重建整个输入。

虽然这允许我们获得双向预训练模型，但缺点是我们在预训练和微调之间造成了不匹配，因为在微调过程中不会出现 [MASK] 记号。为了缓解这种情况，我们并不总是将“屏蔽”字替换为实际的 [MASK] 记号。训练数据生成器随机选择 15% 的文字位置进行预测。如果选择了第 i 个文字，我们将第 i 个文字替换为 （1） 80% 的时侯使用 [MASK] 记号 （2） 10% 的时侯是随机记号 （3） 10% 的时侯未更改的第 *i* 个令牌。然后，*Ti* 将用于预测具有交叉熵损失的原始文字。我们在附录C.2中比较了该程序的变体。

任务#2：下一句的预测（下一句的预测） 许多重要的下游任务，如问答（问答）和自然语言推理（自然语言推理）都是基于理解两个句子之间的关系，这是语言建模无法直接捕获的。为了训练一个理解句子关系的模型，我们预先训练了一个二值化的*下一个句子预测*任务，该任务可以从任何单语语料库轻松生成。具体来说，当为每个预训练示例选择句子 A 和 B 时，50% 的时侯 B 是 A 之后的实际下一个句子（标记为 IsNext），50% 的时侯是语料库中的随机句子（标记为 NotNext）。如图 1 所示，*C* 用于下一句的预测 （下一句的预测）。[[5]](#footnote-5) 尽管它很简单，但我们在第 5.1 节中证明，针对此任务的预训练对 问答 和 自然语言推理 都非常有益。 [[6]](#footnote-6)
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| 图 2：外变双向编码器表示法 输入表示。输入的嵌入是文字的嵌入层的总和，片段的 |

嵌入层 和位置的嵌入层。

下一句的预测任务与Jernite等人使用的表示学习目标密切相关。（2017）和Logeswaran和Lee（2018）。但是，在以前的工作中，只有句子的嵌入层被转移到下游任务，其中外变双向编码器表示法传输所有参数以初始化结束任务模型参数。

预训练数据 预训练过程在很大程度上遵循了现有的语言模型预训练文献。对于预训练语料库，我们使用BooksCorpus（800M字）（Zhu等人。 ，2015）和英语维基百科（2，500M字）。对于维基百科，我们只提取文本段落，忽略列表、表格和标题。使用文档级语料库而不是像十亿字基准这样的打乱句子级语料库至关重要（Chelba等人）。，2013）以提取长连续序列。

3.2 微调外变双向编码器表示法

微调很简单，因为转换器中的 自注意力 机制允许外变双向编码器表示法通过交换适当的输入和输出来对许多下游任务进行建模 - 无论它们涉及单个文本还是文本对。对于涉及文本对的应用程序，一种常见的模式是在应用双向交叉注意力之前独立编码文本对， 例如 Parikh 等人。 （2016）; 徐 等. （2017）.相反，外变双向编码器表示法使用自我注意机制来统一这两个阶段，因为对具有自我注意的串联文本对进行编码有效地包括 两个句子之间的双向交叉注意力。

对于每个任务，我们只需将 特定于任务的 输入和输出插入外变双向编码器表示法，并端到端地微调所有参数。在输入时，预训练中的句子 A 和句子 B 类似于 （1） 释义中的句子对，（2） 蕴涵中的假设-前提对，（3） 问答中的问题段落对，以及

（4）文本分类或序列标记中的退化文本∅对。在输出端，文字表示法被馈送到输出层，用于 文字级 任务，例如序列文字或问答，而 [CLS] 表示被馈送到输出层进行分类，例如蕴涵或情感分析。

与预训练相比，微调相对便宜。 论文中的所有结果都可以在单个（云端张量处理单元）Cloud TPU上最多复制1小时，或者在GPU（图形处理单元）上复制几个小时，从完全相同的预训练模型开始。7  我们将在第 4 节的相应小节中描述特定于任务的详细信息。更多详情请参阅附录A.5。

# 4 实验

在本节中，我们展示了 11 个 自然语言处理 任务的 外变双向编码器表示法 微调结果。

4.1 自然语言理解能力评估

自然语言理解能力评估（自然语言理解能力评估）基准（Wang等人）。， 2018a）是各种自然语言理解任务的集合。自然语言理解能力评估数据集的详细说明包含在附录 B.1中。

为了微调 自然语言理解能力评估，我们表示第 3 节中所述的输入序列（对于单个句子或句子对），并使用对应于 第一个输入标记 （[CLS]） 的最终隐藏向量 C ∈ R *H* 作为聚合表示。微调期间引入的唯一新参数是分类图层权重 *W* ∈ R K×*H*，其中 *K* 是标注的数量。我们用 *C* 和 *W* 计算标准分类损失，即 log（软最大（*CWT* ））。

7例如，外变双向编码器表示法 标准问题与答案数据集 模型可以在单个云端张量处理单元上训练大约 30 分钟，以实现 91.0% 的开发 F1 分数。

8见 https://自然语言理解能力评估benchmark.com/faq（10）中的。

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | | 系统 | 锰里-（米/毫米） | QQP | 秦丽 | SST-2 | 可乐 | STS-B | 微软研究院释义语料库 | 即食 | 平均 | |  | 392k | 363k | 108k | 67k | 8.5千米 | 5.7千米 | 3.5千米 | 2.5千米 | - | | 预开放AI 下 | 80.6/80.1 | 66.1 | 82.3 | 93.2 | 35.0 | 81.0 | 86.0 | 61.7 | 74.0 | | Bi长短期记忆模型+嵌入式语言模型+Attn | 76.4/76.1 | 64.8 | 79.8 | 90.4 | 36.0 | 73.3 | 84.9 | 56.8 | 71.0 | | 开源人工智能 生成式预训练的外变网络模型 | 82.1/81.4 | 70.3 | 87.4 | 91.3 | 45.4 | 80.0 | 82.3 | 56.0 | 75.1 | | 伯特基地 | 84.6/83.4 | 71.2 | 90.5 | 93.5 | 52.1 | 85.8 | 88.9 | 66.4 | 79.6 | | 伯特·大 | 86.7/85.9 | 72.1 | 92.7 | 94.9 | 60.5 | 86.5 | 89.3 | 70.1 | 82.1 |   表1：由评估服务器（[https://自然语言理解能力评估benchmark.com/leaderboard](https://gluebenchmark.com/leaderboard)）评分的自然语言理解能力评估测试结果。每个任务下方的数字表示训练示例的数量。“平均”列与官方 自然语言理解能力评估 分数略有不同，因为我们排除了有问题的 W自然语言推理 集。8 外变双向编码器表示法和开源人工智能 生成式预训练的外变网络模型是单模型，单任务。报告QQP和微软研究院释义语料库的F1分数，报告STS-B的Spearman相关性，并报告其他任务的准确性分数。我们排除使用 外变双向编码器表示法 作为其组件之一的条目。 |

我们使用 32 的批大小，并对所有 自然语言理解能力评估 任务的数据微调 3 个时期。对于每个任务，我们在 开发阶段集合上选择了最佳的微调学习率（在 5e-5、4e-5、3e-5 和 2e-5 中）。

此外，对于外变双向编码器表示法大型，我们发现微调有时在小数据集上不稳定，因此我们运行了几次随机重启，并在开发集中选择了最佳模型。通过随机重启，我们使用相同的预训练检查点，但执行不同的微调数据洗牌和分类器层初始化。[[7]](#footnote-7)

结果如表1所示。

外变双向编码器表示法基础和外变双向编码器表示法大型在所有任务上的表现都大大优于所有系统，与现有技术相比，平均精度分别提高了4.5%和7.0%。请注意，

外变双向编码器表示法基础 和 开源人工智能 生成式预训练的外变网络模型在模型架构方面几乎相同，除了注意力掩码。对于最大和最广泛报道的自然语言理解能力评估任务，有掩码的自然语言推理，外变双向编码器表示法获得了4.6%的绝对精度改进。关于官方

自然语言理解能力评估排行榜第10名，外变双向编码器表示法大型获得80.5分，而开源人工智能 生成式预训练的外变网络模型在撰写本文之日获得72.8分。

我们发现外变双向编码器表示法大型在所有任务中都明显优于外变双向编码器表示法基础，尤其是那些训练数据很少的任务。模型大小的影响在第 5.2 节中进行了更彻底的探讨。

4.2 标准问题与答案数据集 v1.1

斯坦福问答数据集（标准问题与答案数据集 v1.1）是100k众包问答对的集合（Rajpurkar 等人。,

2016）。 给定一个问题和维基百科中包含答案的段落，任务是预测段落中的答案文本跨度。

如图 1 所示，在问答任务中，我们将输入问题和段落表示为单个打包序列，问题使用 A 嵌入，段落使用 B 嵌入。在微调过程中，我们只引入起始向量 *S*  ∈ R H 和结束向量 *E* ∈ R*H* 。文字i 是答案范围开始的概率计算为 *Ti* 和 *S*  之间的点积，后跟 段落中所有文字的 软最大：![](data:image/png;base64,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)。

类似的公式用于答案范围的末尾。候选人从位置 *i* 到位置 *j*  的分数定义为 *S*·*Ti* + *E*·*T* j，以及将 *j* ≥ *i* 用作预测的最大评分范围 。训练目标是正确开始和结束位置的对数似然估计的总和。我们对 3 个 epoch 进行微调，学习率为 5e-5，批量大小为 32。

表 2 显示了排行榜条目以及已发布系统排名靠前的结果（Seo 等人。， 2017; 克拉克和加德纳，2018 年; 彼得斯等.， 2018a; 胡等.，2018）。标准问题与答案数据集 排行榜的排名靠前的结果没有最新的公共系统描述，[[8]](#footnote-8)并且允许在训练其系统时使用任何公共数据。因此，我们通过首先对Trivia问答进行微调（Joshi等人）。，2017）用于对标准问题与答案数据集进行微调。

我们表现最好的系统在整体系统中比顶级排行榜系统高出 +1.5 F1（渔夫1分布），在单个系统中比顶级排行榜系统高出 +1.3 F1。事实上，我们的单一外变双向编码器表示法模型优于顶级集成系统

就 F1得分而言。没有微调 琐事问答 的数据

系统

开发

测试

在

F1

在

F1

顶级排行榜系统（2018年12月10日）

人类- - 82.3 91.2

#1 套装 - nlnet- - 86.0 91.7

#2 在一起 - 问答Net - - 84.5 90.5

|  |  |
| --- | --- |
| 发表  双达夫+嵌入式语言模型（单）- 85.6-85.8 | |
| R.M.读者（合奏） | 81.2 87.9 82.3 88.5 |
| 我们  伯特基地 （单曲） | 80.8 88.5- - |
| 伯特·大 （单曲） | 84.1 90.9- - |
| 伯特·大 （合奏） | 85.8 91.8- - |
| 外变双向编码器表示法大型 （Sgl.+ 琐事问答） | 84.2 91.1 85.1 91.8 |
| 外变双向编码器表示法大型 （Ens.+ 琐事问答） | 86.2 92.2 87.4 93.2 |

表 2： 标准问题与答案数据集 1.1 结果。外变双向编码器表示法集成是7x系统，使用不同的训练前检查点和微调种子。

|  |  |  |
| --- | --- | --- |
| 系统 | 开发 测试  在 F1中 在F1 中 | |
| 顶级排行榜系统（2018年12月10日）  人类 86.3 89.0 86.9 89.5  #1 单 - MIR-MRC （F-NET） - -74.8 78.0 | | |
| #2 单曲 - nlnet - | | - 74.2 77.1 |
| 出版的 梦想 （合奏） - | | - 71.4 74.9 |
| 单品+（单） - | | 71.4 74.4 |
| 我们  伯特大 （单） 78.7 8 | | 1.9 80.0 83.1 |

表 3： 标准问题与答案数据集 2.0 结果。我们排除使用 外变双向编码器表示法 作为其组件之一的条目。

，我们只损失了0.1-0.4 F1，仍然远远超过所有现有系统。[[9]](#footnote-9)

4.3 标准问题与答案数据集 v2.0

标准问题与答案数据集 2.0 任务扩展了 标准问题与答案数据集 1.1 问题定义，允许提供的段落中不存在简短答案的可能性，从而使问题更加现实。

我们使用一种简单的方法来扩展此任务的 标准问题与答案数据集 v1.1 外变双向编码器表示法 模型。我们将无答案的问题视为具有以 [CLS] 标记开头和结尾的答案区间。开始和结束答案区间位置的概率空间将扩展为包括 [CLS] 标记的位置。为了预测，我们比较无答案区间的分数： *s*null = *S*·*C* + *E*·*C （小写s是分数，E这里是结束向量）*到最佳非空区间的分数

|  |  |  |
| --- | --- | --- |
| 系统 | 开发 | 测试 |
|  |  |  |
| 人类（专家）† | - | 85.0 |
| 人类（5 个注释）† | - | 88.0 |

表 4：SWAG 开发和测试精度。 †正如SWAG论文中所报告的那样，人类的表现是用100个样本来衡量的。

*s*ˆ i*，*j = max*j*≥*iS*·*Ti* + *E*·*TJ*.当 s ˆ*i，j > s*null + τ 时，我们预测一个非空答案，其中在开发集上选择阈值 *τ* 以最大化 F1。我们没有在这个模型中使用琐事问答数据。我们对 2 个 轮回 进行了微调，学习率为 5e-5，批量大小为 48。

结果与之前的排行榜条目和发表最多的作品进行了比较（Sun等人。， 2018; 王等.表3所示，不包括使用外变双向编码器表示法作为其组件之一的系统。我们观察到 +5.1 F1 比之前的最佳系统有所改进。

4.4 对抗生成的情境

对抗生成的情境（SWAG）数据集包含113k个句子对完成示例，这些示例评估了有根据的常识推理（Zellers等人。，2018）。给定一个句子，任务是在四个选项中选择最合理的延续。

在对 对抗生成的情境 数据集进行微调时，我们构建了四个输入序列，每个序列都包含给定句子的串联（句子 A）和可能的延续（句子 B）。引入的唯一特定于任务的参数是一个向量，其带有 [CLS] 标记表示 *C*  的点积表示每个选择的分数，该分数使用 软最大 层进行归一化。

我们对模型进行了 3 个 轮回 的微调，学习率为 2e-5，批量大小为 16。结果如表4所示。外变双向编码器表示法大型的性能比作者的基线ESIM + 嵌入式语言模型系统高出+27.1%，开源人工智能 生成式预训练的外变网络模型高出8.3%。 5 消融研究

在本节中，我们对外变双向编码器表示法的许多方面进行了消融实验，以便更好地了解它们的相对重要性。附加

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | 开发集 | | | | |
| 任务 | 姆利-米  （累计） | 秦丽  （累计） | 微软研究院释义语料库  （累计） | SST-2 S  （累计） | 四  （F1） |
| 伯特基地 | 84.4 | 88.4 | 86.7 | 92.7 | 88.5 |
| 没有 下一句的预测 | 83.9 | 84.9 | 86.5 | 92.6 | 87.9 |
| LTR & No 下一句的预测 | 82.1 | 84.3 | 77.5 | 92.1 | 77.8 |
| + 比利斯特姆 | 82.1 | 84.1 | 75.7 | 91.6 | 84.9 |

表 5：使用 外变双向编码器表示法基础  架构的预训练任务消融。“No 下一句的预测”在没有下一个句子预测任务的情况下进行训练。“LTR & No 下一句的预测”被训练为没有下一句话预测的从左到右的LM，就像开源人工智能 生成式预训练的外变网络模型一样。“+ Bi长短期记忆模型”在微调期间在“LTR + No 下一句的预测”模型之上添加了一个随机初始化的Bi长短期记忆模型。

消融研究可以在附录C中找到。

5.1 预训练任务的影响

我们通过使用与外变双向编码器表示法 基础完全相同的预训练数据，微调方案和超参数来评估两个预训练目标，从而证明了外变双向编码器表示法深度双向性的重要性：

No 下一句的预测：使用“有掩码的语言模型（有掩码的语言模型）训练但没有“下一句预测”（下一句的预测）任务的双向模型。

LTR & No 下一句的预测：一种仅左上下文模型，使用标准的从左到右（LTR）LM而不是有掩码的语言模型进行训练。仅左约束也应用于微调，因为删除它会导致预训练/微调不匹配，从而降低下游性能。此外，此模型是在没有 下一句的预测 任务的情况下预先训练的。这与 开源人工智能 生成式预训练的外变网络模型 直接相当，但使用我们更大的训练数据集、输入表示和微调方案。

我们首先考察下一句的预测任务带来的影响。在表 5 中，我们表明删除 下一句的预测 会显著损害 Q自然语言推理、M自然语言推理 和 标准问题与答案数据集 1.1 的性能。接下来，我们通过比较“No 下一句的预测”和“LTR & No 下一句的预测”来评估训练双向表示的影响。LTR模型在所有任务上的表现都比有掩码的语言模型模型差，微软研究院释义语料库和标准问题与答案数据集上的下降幅度很大。

对于 标准问题与答案数据集，直观地很清楚，LTR 模型在令牌预测方面表现不佳，因为令牌级别的隐藏状态没有右侧上下文。为了真诚地尝试加强LTR系统，我们在顶部添加了一个随机初始化的Bi长短期记忆模型。这确实显着改善了标准问题与答案数据集上的结果，但结果仍然比预训练的双向模型差得多。Bi长短期记忆模型损害了自然语言理解能力评估任务的性能。

我们认识到，也可以像嵌入式语言模型那样训练单独的LTR和RTL模型，并将每个令牌表示为两个模型的串联。然而：（a） 这比单一的双向模式贵一倍;（b） 这比单一的双向模式贵一倍。（b）这对于像问答这样的任务来说是不直观的，因为RTL模型将无法根据问题来决定答案;（c） 严格来说，它不如深度双向模型强大，因为它可以在每一层同时使用左上下文和右上下文。

5.2 模型尺寸的影响

在本节中，我们将探讨模型大小对微调任务准确性的影响。我们训练 了许多 具有不同数量的层、隐藏单元和注意力头的 外变双向编码器表示法 模型，同时使用与前面描述的相同的超参数和训练过程。

所选自然语言理解能力评估任务的结果如表6所示。在此表中，我们报告了 5 次随机重启微调的平均开发阶段数据集 准确性。我们可以看到，更大的模型会导致所有四个数据集的严格准确性提高，即使对于只有 3，600 个标记训练样本的 微软研究院释义语料库，并且 与训练前任务有很大不同。也许令人惊讶的是，我们能够 在相对于现有文献已经相当大的模型之上实现如此显着的改进。例如，Vaswani等人探索的最大外变网络模型。（2017）是（L=6，H=1024，A=16）（神经网络的层数=6，每层神经元的数量=1024，激活函数=16），编码器参数为100M，我们在文献中发现的最大变压器是（L=64，H=512，A=2），参数为235M（Al-Rfou et al.，2018）。相比之下，外变双向编码器表示法 基础包含110M参数，大型外变双向编码器表示法包含340M参数。

人们早就知道，增加模型大小将导致大规模任务（如机器翻译和语言建模）的持续改进，表 6 所示的保留训练数据的 LM 困惑性证明了这一点。然而，我们相信这是第一个令人信服地证明，只要模型经过充分预训练，扩展到极端模型大小也会导致非常小尺度的任务的大幅改进的工作。彼得斯等. （2018b）对将预训练的双向语言模型大小从两层增加到四层的下游任务影响提出了不同的结果，Melamud等人。 （2016）顺便提到，将隐藏维度大小从200增加到600有所帮助，但进一步增加到1，000并没有带来进一步的改进。 这两个先前的工作都使用了基于特征的方法——我们假设，当模型直接在下游任务上进行微调并且只使用非常少量随机初始化的附加参数时，任务特定模型可以从更大、更具表现力的预训练表示中受益，即使下游任务数据非常小时。

5.3 基于特征的外变双向编码器表示法方法

到目前为止，所有外变双向编码器表示法结果都使用了微调方法，其中将简单的分类层添加到预训练的模型中，并且所有参数都在下游任务上联合微调。然而，从预训练模型中提取固定特征的基于特征的方法具有一定的优势。首先，并非所有任务都可以用 外变神经网络模型 编码器架构轻松表示，因此需要添加特定于任务的模型架构。其次，预先计算一次昂贵的训练数据表示，然后在这种表示之上使用更便宜的模型运行许多实验，具有主要的计算优势。在本节中，我们将外变双向编码器表示法应用于公共的负对数似然估计-2003命名实体识别（命名实体识别）任务来比较这两种方法（Tjong Kim Sang和De Meulder，2003）。在外变双向编码器表示法的输入中，我们使用保留大小写的字片模型，并包括数据提供的最大文档上下文。按照标准做法，我们将其表述为标记任务，但不使用 条件随机场

超参数 开发集精度

#L#H #A LM （ppl） M自然语言推理-m 微软研究院释义语料库 SST-2

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 3 768 | 12 | 5.84 | 77.9 | 79.8 | 88.4 |
| 6 768 | 3 | 5.24 | 80.6 | 82.2 | 90.7 |
| 6 768 | 12 | 4.68 | 81.9 | 84.8 | 91.3 |
| 12 768 | 12 | 3.99 | 84.4 | 86.7 | 92.9 |
| 12 1024 | 16 | 3.54 | 85.7 | 86.9 | 93.3 |
| 24 1024 | 16 | 3.23 | 86.6 | 87.8 | 93.7 |

表 6：外变双向编码器表示法 模型大小的消融。#L = 层数;#H = 隐藏大小;#A = 注意力头数。“LM （ppl）”是保留训练数据的掩蔽 LM 困惑度。

系统 开发 F1 测试 F1

|  |  |  |
| --- | --- | --- |
| 嵌入式语言模型 （Peters et al.， 2018a） | 95.7 | 92.2 |
| CVT（克拉克等人。， 2018） | - | 92.6 |
| CSE（Akbik et al.， 2018） | - | 93.1 |
| 微调方法  伯特·大 | 96.6 | 92.8 |
| 伯特基地 | 96.4 | 92.4 |
| 基于特征的方法（外变双向编码器表示法基础）嵌入 | 91.0 | - |
| 倒数第二隐藏 | 95.6 | - |
| 上次隐藏 | 94.9 | - |
| 加权总和最后四个隐藏 | 95.9 | - |
| 康卡特 最后四个隐藏 | 96.1 | - |
| 加权和所有 12 层 | 95.5 | - |

表 7：公共的负对数似然估计-2003 命名实体识别结果。超参数是使用开发 集选择的。报告的开发和测试分数是使用这些超参数在 5 次随机重启中取平均值。

图层。我们使用第一个子标记的表示形式作为 命名实体识别 标签集上的文字级分类器的输入。

为了消融微调方法，我们通过从一个或多个层中提取激活来应用基于特征的方法，*而无需*微调外变双向编码器表示法的任何参数。这些上下文嵌入用作分类层之前随机初始化的双层 768 维 双向长短期记忆模型 的输入。

结果如表7所示。外变双向编码器表示法大型以最先进的方法具有竞争力。性能最佳的方法是连接来自预训练变形金刚的前四个隐藏层的令牌表示，这仅比微调整个模型落后 0.3 F1。这表明外变双向编码器表示法对于微调和基于特征的方法都是有效的。

# 6 结论

最近由于语言模型迁移学习而进行的实证改进表明，丰富的、无监督的预训练是许多语言理解系统不可或缺的一部分。 特别是，这些 结果使即使是低资源任务也能 从深度单向架构中受益。我们的主要贡献是进一步将这些发现推广到深度 *双向* 架构中，允许相同的预训练模型成功处理广泛的自然语言处理任务。
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附录“外变双向编码器表示法：预培训

用于语言理解的深度双向变压器”

我们将附录分为三个部分：

* 附录A中提供了外变双向编码器表示法的其他实施细节;
* 我们实验的其他细节见附录 B;和
* 附录C中提供了其他消融研究。

我们提出了外变双向编码器表示法的其他消融研究，包括：

* + 训练步骤数的影响;和
  + 不同掩蔽程序的消融。

# 外变双向编码器表示法的其他详细信息

A.1 预训练任务图解

我们在下面提供了预训练任务的示例。

有掩码的语言模型和掩码程序 假设未标记的句子是我的狗是毛茸茸的，并且在随机掩码过程中我们选择了第 4 个文字（对应于毛茸茸），我们的屏蔽过程可以进一步说明

* 80%的时侯：用[MASK]标记替换文字，例如，我的狗是 毛茸茸的→我的狗是 [MASK]
* 10%的时侯：用随机文字替换文字，例如，我的狗多毛→ 我的狗是苹果
* 10%的时侯： 保持 文字不-

改变，例如， 我的狗多毛 → 我的狗多毛。这样做的目的是使表示偏向于实际观察到的单词。

此过程的优点是，外变模型编码器不知道将要求它预测哪些单词或哪些单词已被随机单词替换，因此它被迫保留每个输入标记的分布上下文表示 形式。此外，由于随机替换仅发生在所有文字的 1.5%（即 15% 的 10%），这似乎不会损害模型的语言理解能力。在C.2节中，我们评估了该程序的影响。

与标准语言模型训练相比，有掩码的语言模型仅对每批15%的文字进行预测，这表明模型可能需要更多的预训练步骤。

|  |
| --- |
| 图 3：预训练模型架构的差异。外变双向编码器表示法使用双向变压器。开源人工智能 生成式预训练的外变网络模型 使用从左到右的外变网络模型。 嵌入式语言模型 使用独立训练的从左到右和从右到左的 长短期记忆模型 的串联来生成下游任务的特征。在这三者中，只有外变双向编码器表示法表示在所有层中同时以左上下文和右上下文为条件。除了架构差异之外，外变双向编码器表示法和开源人工智能 生成式预训练的外变网络模型是微调方法，而嵌入式语言模型是基于功能的方法。 |

来收敛。在C.1节中，我们证明了有掩码的语言模型确实比从左到右的模型（预测每个文字）略慢，但有掩码的语言模型模型的经验改进远远超过了增加的训练成本。

下一句预测 下一句预测任务可以用以下示例来说明。

输入 = [CLS] 该男子去了 [掩码] 商店 [SEP]

他买了一加仑 [掩码] 牛奶 [分割] 标签 = 是下一个

输入 = [CLS] 男人 [掩码] 到商店 [SEP]

企鹅 [掩码] 是飞行 ##less 鸟 [[分割] 标签 = 不是下一个

A.2 预训练程序

为了生成每个训练输入序列，我们从语料库中采样两个文本跨度，我们将其称为“句子”，即使它们通常比单个句子长得多（但也可以更短）。第一个句子接收 A 嵌入，第二个句子接收 B 嵌入。50%的时侯B是A之后的实际下一个句子，50%的时侯它是一个随机句子，这是为“下一个句子预测”任务完成的。对它们进行采样，使组合长度≤ 512 个文字。语言模型的 掩码在 字片 标记化后应用，统一屏蔽率为 15%，并且没有特别考虑部分词条。

我们使用 256 个序列（256 个序列 \* 512 个文字 = 128，000 个文字/批次）的批量大小进行 1，000，000 个步骤的训练，这大约是 33 亿字语料库的 40 个时期。我们使用学习率为 1e-4 *的 自适应估计矩 β*1 = 0*。*9， *β*2 = 0*.*999、L2重量衰减0*.*01、学习率预热超过前10000步，学习率呈线性衰减。我们在所有层上使用 0.1 的辍学概率。我们使用高斯误差线性单元激活（Hendrycks and Gimpel， 2016）而不是标准纠正的线性单元，遵循 开源人工智能 生成式预训练的外变网络模型。训练损失是平均有掩码的语言模型可能性和平均下一句预测可能性的总和。

外变双向编码器表示法基础的训练是在4个云张量处理单元的Pod配置上进行的（总共16个TPU芯片）。[[10]](#footnote-10) 外变双向编码器表示法 大型的训练是在16个云TPU（总共64个TPU芯片）上进行的。每次预训练需要 4 天才能完成。

较长的序列不成比例地昂贵，因为注意力与序列长度是二次的。为了加快实验中的预 处理 速度，我们对90%的步骤的序列长度为128的模型进行了预训练。然后，我们训练 512 序列的其余 10% 的步骤来学习位置嵌入。

A.3 微调程序

对于微调，大多数模型超参数与预训练中的参数相同， 但 批量大小、学习率和训练周期数除外。辍学概率始终保持在 0.1。最佳超参数值是特定于任务的，但我们发现以下可能值范围适用于所有任务：

* 批量大小： 16， 32
* 学习率（亚当）： 5e-5， 3e-5， 2e-5
* 周期数：2、3、4

我们还观察到，大型数据集（例如，100k+标记的训练示例）对超参数选择的敏感度远低于小数据集。微调通常非常快，因此只需对上述参数进行详尽搜索并选择在开发集上表现最佳的模型是合理的。

A.4 外变双向编码器表示法、嵌入式语言模型 和 开源人工智能 生成式预训练的外变网络模型 的比较

在这里，我们研究了最近流行的表示学习模型的差异，包括嵌入式语言模型，开源人工智能 生成式预训练的外变网络模型和外变双向编码器表示法。模型架构之间的比较如图 3 所示。请注意，除了架构差异之外，外变双向编码器表示法和开源人工智能 生成式预训练的外变网络模型是微调方法，而嵌入式语言模型是基于功能的方法。

与外变双向编码器表示法最相似的现有预训练方法是开源人工智能 生成式预训练的外变网络模型，它在大型文本语料库上训练从左到右的外变语言模型。事实上，外变双向编码器表示法中的许多设计决策都是有意做出的，以使其尽可能接近生成式预训练的外变网络，以便可以对这两种方法进行最低限度的比较。这项工作的核心论点是，第 3.1 节中提出的双向性和两个预训练任务 占了大部分实证改进，但我们确实注意到 外变双向编码器表示法 和 生成式预训练的外变网络 的训练方式之间还有其他几个差异：

* 生成式预训练的外变网络在书本语料库（8亿字）上接受培训;外变双向编码器表示法在书本语料库800M字）和维基百科（2，500M字）上接受培训。
* 生成式预训练的外变网络 使用句子分隔符 （[SEP]） 和分类符 （[CLS]），它们仅在微调时引入;外变双向编码器表示法学习[SEP]，[CLS]和预训练期间的句子A / B嵌入。
* 生成式预训练的外变网络 接受了 1M 步的培训，批量大小为 32，000 字;外变双向编码器表示法接受了1M步骤的培训，批量大小为128，000字。
* 生成式预训练的外变网络 在所有微调实验中使用相同的 5e-5 学习率;外变双向编码器表示法选择特定于任务的微调学习速率，该速率在开发集上表现最佳。

为了隔离这些差异的影响，我们在 Section 5.1 中进行消融实验，证明大多数改进实际上来自两个预训练任务及其实现的双向性。

A.5 对不同任务进行微调的图解

在不同任务上微调外变双向编码器表示法的图示如图4所示。我们的任务特定模型是通过将外变双向编码器表示法与一个额外的输出层相结合而形成的，因此需要从头开始学习最少数量的参数。在这些任务中，（a） 和 （b） 是序列级任务，而 （c） 和 （d） 是文字等级任务。在图中，*E*  表示输入嵌入，*T* i 表示文字*i* 的上下文表示，[CLS] 是分类输出的特殊符号，[SEP] 是分隔非连续标记序列的特殊符号。

# B 详细实验设置

B.1 自然语言理解能力评估基准实验的详细说明。

表1中的自然语言理解能力评估结果是从[排行榜](https://gluebenchmark.com/leaderboard)和 [https://blog 中获得 https://自然语言理解能力评估benchmark.com/。](https://blog.openai.com/language-unsupervised) [openai.com/language-unsupervised。](https://blog.openai.com/language-unsupervised)自然语言理解能力评估基准包括以下数据集，其描述最初由Wang等人总结。（2018年a）：

M自然语言推理多流派自然语言推理是一项大规模的众包蕴涵分类任务（Williams等人。，2018）。给定一对句子，目标是预测第二个句子相对于第一个句子是*蕴涵*、*矛盾*还是*中性*。

QQP Quora Question Pair是一个二元分类任务，其目标是确定在Quora上提出的两个问题在语义上是否等效（Chen等人。， 2018）。

Q自然语言推理 问题自然语言推理是斯坦福问答数据集的一个版本（Rajpurkar et al.，2016），已转换为二元分类任务（Wang等人。，2018a）。正面示例是包含正确答案的（问题，句子）对，而否定示例是来自不包含答案的同一段落的（问题，句子）。

|  |
| --- |
| 类 类  标签 标签  图 4：在不同任务上微调 外变双向编码器表示法 的图示。 |

SST-2 斯坦福情感树库是一个二元单句分类任务，由从电影评论中提取的句子组成，并带有人类对其情感的注释（Socher et al.， 2013）。

CoLA 语言可接受 性语料库是一个二元单句分类任务，其目标是预测英语句子在语言上是否“可接受”（Warstadt et al.， 2018）。

STS-B 语义文本相似性基准是从新闻标题和其他来源中提取的句子对的集合（Cer 等人。， 2017）。它们被注释为1到5的分数，表示这两个句子在语义上的相似程度。

微软研究院释义语料库 Microsoft Research Paraphrase Corpus由从在线新闻来源自动提取的句子对组成，并带有人类注释，用于识别对中的句子在语义上是否等效（Dolan和Brockett， 2005）。

RTE识别文本蕴涵是一个类似于M自然语言推理的二元蕴涵任务，但训练数据要少得多（Bentivogli等人）。，2009 年）。[[11]](#footnote-11)

W自然语言推理 Winograd 自然语言推理是一个小型的自然语言推理数据集（Levesque et al.， 2011）.自然语言理解能力评估网页指出，这个数据集的构建存在问题， [[12]](#footnote-12) 提交给 自然语言理解能力评估的每个经过训练的系统的表现都比预测多数类的65.1基线准确性差。因此，我们排除了这个集合，以便对 开源人工智能 生成式预训练的外变网络模型公平。对于我们的自然语言理解能力评估提交，我们总是预测多数类。

# C 其他消融研究

C.1 训练步骤数的影响

图 5 显示了从已针对 k 步预先训练的检查点进行微调后的 M自然语言推理 开发阶段数据集准确性 。这使我们能够回答以下问题：

1. 问题：外变双向编码器表示法真的需要如此大量的预训练（128，000字/批\* 1，000，000步）才能达到很高的微调精度吗？

答：是的，与 1M 步相比，外变双向编码器表示法基础 在 1M 步上训练时在 M自然语言推理 上实现了近 500% 的精度。

1. 问题：有掩码的语言模型预训练的收敛速度是否比LTR预训练慢，因为每批中只预测了15%的单词，而不是每个单词？

答：有掩码的语言模型模型的收敛速度确实比LTR模型稍慢。然而，就绝对准确性而言，有掩码的语言模型模型几乎立即开始优于LTR模型。

C.2 不同掩码程序的消融术

在第 3.1 节中，我们提到 外变双向编码器表示法 在使用屏蔽语言模型 （有掩码的语言模型） 目标进行预训练时使用混合策略来屏蔽目标令牌。以下是评估不同掩蔽策略效果的消融研究。
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图 5：训练步骤数的消融。这显示了微调后的 M自然语言推理 精度，从已针对 *k*  步预先训练的模型参数开始。x 轴是 *k* 的值。

请注意，掩码策略的目的是减少预训练和微调之间的不匹配，因为在微调阶段永远不会出现 [MASK] 符号。我们报告M自然语言推理和命名实体识别的Dev结果。对于 命名实体识别，我们报告了微调和基于特征的方法，因为我们预计基于特征的方法的不匹配将被放大，因为模型将没有机会调整表示。

屏蔽率 开发集结果

MASK SAME RND M自然语言推理 命名实体识别

微调 基于功能的微调

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 80% | 10% 10% | 84.2 | 95.4 | 94.9 |
| 100% | 0% 0% | 84.3 | 94.9 | 94.0 |
| 80% | 0% 20% | 84.1 | 95.2 | 94.6 |
| 80% | 20% 0% | 84.4 | 95.2 | 94.7 |
| 0% | 20% 80% | 83.7 | 94.8 | 94.6 |
| 0% | 0% 100% | 83.6 | 94.9 | 94.6 |

表 8：不同掩蔽策略下的消融。

结果如表8所示。在表中，

MASK 意味着我们将目标文字替换为 有掩码的语言模型 的 [MASK] 符号;SAME 意味着我们保持目标文字不变 ; RND 意味着我们将目标文字替换为另一个随机文字。

表格左侧的数字表示有掩码的语言模型预训练期间使用的特定策略的概率（外变双向编码器表示法使用80%，10%，10%）。论文的右侧部分表示 Dev 集结果。对于基于特征的方法，我们将外变双向编码器表示法的最后4层连接为特征，这在第5.3节中被证明是最好的方法。

从表中可以看出，微调对不同的遮罩策略非常稳健。然而，正如预期的那样，在将基于特征的方法应用于命名实体识别时，仅使用M ASK策略是有问题的 。有趣的是，仅使用 RND 策略的性能也比我们的策略差得多。

1. https://github.com/tensorflow/tensor2tensor [↑](#footnote-ref-1)
2. http://nlp.seas.harvard.edu/2018/04/03/attention.html [↑](#footnote-ref-2)
3. 在所有情况下，我们将前馈/过滤器大小设置为4*H*,

   即，3072 表示*H*=768和 4096 为*H*=1024. [↑](#footnote-ref-3)
4. 我们注意到，在文献中，双向反式- [↑](#footnote-ref-4)
5. 最终模型在NSP上实现了97%-98%的准确率。 [↑](#footnote-ref-5)
6. 向量*C*不是没有微调的有意义的句子表示，因为它是用 NSP 训练的。 [↑](#footnote-ref-6)
7. GLUE数据集分布不包括测试标签，我们只为每个BERT进行了一次GLUE评估服务器提交基础和伯特大.10https://gluebenchmark.com/leaderboard [↑](#footnote-ref-7)
8. 问答网络 在 中描述俞等.(2018），但该系统在发布后有了很大的改进。 [↑](#footnote-ref-8)
9. 这我们使用的琐事问答数据由来自 琐事问答-Wiki 的段落组成，这些段落由文档中的前 400 个标记组成，其中包含至少一个提供的可能答案。 [↑](#footnote-ref-9)
10. https://cloudplatform.googleblog.com/2018/06/CloudTPU-now-offers-preemptible-pricing-and-globalavailability.html [↑](#footnote-ref-10)
11. 请注意，我们在本文中仅报告单任务微调结果。多任务微调方法可能会进一步提高性能。例如，我们确实观察到使用MNLI进行多任务训练的RTE有了实质性的改进。 [↑](#footnote-ref-11)
12. <https://gluebenchmark.com/faq> [↑](#footnote-ref-12)