# 一、文献综述

## 1 简介

自二十世纪之交以来，无线通信技术以惊人的速度发展。数据传输的速度也大大加快了，无限通信网络的带宽也随之迅速提高。因此，通信系统的质量已成为当今世界的关键因素。对于任何通信系统，信道估计都是至关重要的，因为信道估计的准确性会影响整个系统的质量。

在过去几年中，针对不同类型通信系统的各种传统信道估计算法进行了大量研究[1]。借助于仿真，根据各种参数（如信噪比（SNR）、误码率（BER）、均方误差（MSE）等）比较各种信道估计方案，以确定哪种方案最适合于特定类型的通信系统。对于无线正交频分复用（OFDM）系统，提出了最小均方（MMSE）估计器和最小二乘（LS）估计器[2]，还在时变色散信道中的微蜂窝OFDM上行链路中提出了基于最大似然的信道估计[3]和大型天线系统中的数据辅助信道估计方案[4]。而使用深度学习算法是信道估计系统的一个新趋势。深度学习是学习样本数据的内在规律和表示层次，这些学习过程中获得的信息对诸如文字，图像和声音等数据的解释有很大的帮助。它的最终目标是让机器能够像人一样具有分析学习能力，能够识别文字、图像和声音等数据。 深度学习是一个复杂的机器学习算法，在语音和图像识别方面取得的效果，远远超过先前相关技术。与传统方法相比，基于深度学习的技术的优点之一是其鲁棒性。尤其是当数据量较大时，深度学习具有优于传统方法的描述数据特征的良好表征能力。因此，在我们二十一世纪的无线通信系统中，由于数据速率和带宽日益增长，深度学习算法成为信号识别和信道估计领域的一种具有良好潜力的工具。在信道估计领域，深度学习已经崭露头角，但仍然存在一些问题，

接下来我们将简单介绍信道估计的理论；用于信道估计的不同的深度学习的架构以及相关挑战；最后提出该问题的研究展望。

## 2 信道估计理论

在实际的通信系统中，任何信号在传输过程中均会受到由于不理想信道带来的污染，多种噪声会加在信号本身，给接收端的解调以及检测等工作带来很大的阻碍。为了能够提高通信系统的效率，我们需要尽可能消除不理想信道导致的信号扭曲，而这就需要我们对信道的特征进行描述，也就是信道估计。通常信道估计是通过比较已知信号在收发机两端的不同来获得大致的信道矩阵。整体过程为：首先在发射机端，我们发送一系列已知信号，即导频信号，这些导频信号通常经过一定的设计使其便于在接收端检测得到；随后这些信号通过信道被噪声扭曲；最后我们在接收机端收到相关信号，通过比较收发信号的差异，我们得到其相关关系，从而得到对信道的估计。

## 3 基于深度学习的信道估计算法概述

在机器学习中，根据训练方式大致可以分为有监督学习、无监督学习与强化学习。其中有监督学习被广泛应用于图像处理领域。在通信领域，对于基于深度学习的信达估计算法，我们不需要进行分类，而是需要获得数据的内在关系，拟合一定的算法，故一般视为无监督学习。

多数论文的深度学习架构基于经典深度学习结构，使用线性层或卷积层的连接来进行信道估计。在论文[5]中，作者提出了一种基于深度学习的信道估计算法，主要针对毫米波大规模 MIMO 系统。在该应用场景中，MIMO 系统的天线阵列数量巨大，而射频链路的数量却相对来说非常小，从而使得由收到的信号估计信道这项任务变得具有很大的挑战性。该论文针对该应用场景，提出了基于经典深度学习架构的 LDAMP（learned denoising-based approximate message passing）网络，其中每一层均为相同的结构，通过多层连接，逐步学习得到信道估计。其中的去噪模块，论文使用了计算机视觉领域（CV）的相关工作 DnCNN（denoising convolutional neural network）[6]来实现。DnCNN 的结构与经典卷积网络 VGG 类似，通过多层卷积层连接，但是最后其学习得到的是残差图像，即为噪声图像。作者通过仿真结果证明了 LDAMP 网络的优越性能，同时比较了 LDAMP 网络、SD 算法、SCAMP 算法以及 DAMP 算法，得出去噪模块的使用使得 LDAMP 网络和 DAMP 算法获得了性能上的提升。

在[7] 中，研究团队针对毫米波大规模 MIMO 系统设计了基于与[5]相同的应用场景。论文逐步提出了三种架构，分别为空间-频率卷积网络（SF-CNN）、空间-频率-时间卷积网络（SFT-CNN）和空间导频减少卷积网络（SPR-CNN），其中 SFT-CNN 比 SF-CNN 能更好地提取到信道时域上的相关性，而 SPR-CNN 能够在一定程度上减少导频的使用，节省频谱资源。数值结果表明，SFT-CNN 能够取得与理想 MMSE 相近的结果，同时大大节省计算量。而 SPR-CNN 能够在减少导频的情况下仍然有与 SF-CNN 相近的性能。

又如[8]，在文中作者提出了针对 MIMO 多用户系统基于深度学习的信道估计算法以及导频设计。他们使用一个两层的神经网络设计导频，以及一个 DNN 用于估计信道。该文提出导频长度可以压缩，虽然会失去正交性，但是利用深度学习的非线性拟合能力可以在一定程度上解决这个问题。模拟实验的数值结果证明在此情形下，提出的深度学习算法取得了远超过 LMMSE 的性能。

部分论文尝试深度学习与经典算法相结合，在论文[9]中，作者针对在双选择性衰落信道情形下，难以精确建模的问题，设计了最小二乘（LS）与 DNN 混合的深度学习架构，将 LS 估计得到的信道信息作为特征输入，以已知全信号获得对于信道的估计。获得了逼近线性最小均方误差（LMMSE）的性能。

另外多篇论文将信道矩阵视为二维图像，尝试通过 CV 的方法重建信道矩阵。如在[10]中，一种基于深度学习的信道估计算法被提出，名为 ChannelNet。该论文快衰落 OFDM 信道的时频响应视为一张 2D 图像，其目的是利用导频作为已知信号，获得信道响应的未知值。该论文提出了一种基于深度学习图像处理的方法。导频信号的响应被视为视频响应矩阵的部分采样，通过图片超分辨率重建（Super Resolution, SR）与图像恢复（Image Restoration， IR）来获得完整的时频响应矩阵。首先，图片超分辨率重建模块估计未知位置的时频响应，随后通过图像恢复模块来消除噪声的影响。该论文采用了基于深度卷积网络的深度图像算法分别实现超分辨率模块和图像恢复模块，分别为 SRCNN[11] 和 DnCNN[6]。其中 SRCNN 首先通过线性插值大致恢复至原始图像尺寸，随后通过三层卷积网络进行更加精确的重建。论文通过数值实验发现，在信噪比低于 20 dB 时，该算法取得了逼近理想 MMSE 的优良性能，而在高于 23 dB 时，性能有所退化，需要设计、训练新的网络。

此外，还有多篇论文探讨了模型驱动的深度学习架构设计方法，如[12]中提出了一种基于深度学习的网络的网络，称为CsiNet，以减少大规模MIMO系统中的反馈开销。CsiNet的网络架构是通过模仿CS架构获得的，CS架构可以看作是模型驱动DL的一个特例。CsiNet主要包括一个卷积神经网络（CNN），该网络成功地进行了图像处理，并采用了一种自动编码器架构，该架构包括一个用于压缩感知的编码器和一个用于重建的解码器。每个细化网络单元遵循残余网络的思想，即它将较浅层的输出传输到较深层的输入，以避免DNN中的梯度消失问题。但该网络及其改进网络 CsiNet-LSTM[13] 不适用于实际的时变信道，因为线性全连接网络不适合描述时间相关性。另外该设计也未考虑天线的空间相关性。对于信道估计这一问题，数学模型难以精确建模描述信道的时间相关性与频域相关性，从而使得基于模型驱动的深度学习架构容易忽略数据的相关关系，进而限制模型的性能。

## 4 研究现存问题

目前已有的基于深度学习的信道估计算法已经有对于 MIMO 系统的信道有良好的性能表现，但是仍然存在部分问题。例如基于导频估计信道的多种深度学习算法，由于需要从少量时频信道值获得整个时频域的信道值，首先需要使用诸如插值等手段重建高精度信道矩阵，在重建过程中会将噪声扩散至其他时频位置，而非线性插值会使得扩散后的噪声非高斯白噪声，从而导致用于处理高斯白噪声的深度卷积网络表现不佳。另外，现有网络存在不够精细的缺点，虽然在信噪比较低的情况下能够取得明显优于传统算法的特点，但是当信噪比较高时，性能出现了一定的退化。传统深度学习，如 DNN 或 CNN，存在一定的精细度的限制，为了提高深度学习在这些情形下对信道的估计能力，需要完成进一步的研究，采用新的结构或者设计更加有效的网络架构。最后，部分设计忽视了实际通信信道中的时间相关性或者频率相关性，难以应用至现实信道。

## 5 研究展望

近年，深度学习在 CV 以及自然语言处理（NLP）领域取得了引人瞩目的发展。在自然语言处理领域提出了具有重要意义的 Transformer 模型[14]，该模型弥合了 CV 与 NLP 之间的模型差异，且具有应用至多个领域的潜力，目前已有相关尝试[15]。该模型可以观察到两个维度的信息，如时间的相关性和特征的相关性，在信道估计中可以用于建模时频两个维度的相关性。在 5G 时代，信道的时间与频率选择性衰落效应更加显著，传统算法越来越难以对信道状态进行建模估计，在目前的通信系统架构下，深度学习拥有的非线性拟和能力将会赋能通信。而且硬件的发展使得在基站等终端部署深度学习算法的成本降低，从而开发通信领域的深度学习算法将会成为未来的一个研究重点。另外，深度学习也有助于我们设计更加智能的通信系统，提高通信效率，突破传输速率的限制。
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