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差异私人联合学习：

客户端级别的透视图
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# 摘要
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# 1        介绍

近年来，机器学习中的安全问题越来越受到人们的关注。这在很大程度上归因于大数据与深度学习相结合的成功，以及为数据挖掘创建和处理越来越大的数据集的冲动。然而，随着越来越多的机器学习服务成为我们日常生活的一部分，利用我们的数据，必须采取特殊措施来保护隐私。不幸的是，仅仅匿名通常是不够的[7,2]，标准的机器学习方法很大程度上忽略了隐私方面。

在联合学习[5]中，模型是由多个客户以分散的方式学习的。学习是转移到客户和只有学习的参数集中在一个可信的馆长。然后，这个策展人将聚合模型分发回客户机。

客户不透露他们的数据是privacyprotection的一个进步，然而，当一个模型以传统的方式学习时，它的参数会显示有关在培训期间使用的数据的信息。为了解决这一问题，文献[1]提出了学习算法的差分隐私（dp）[3]的概念。其目的是确保学习的模型不会揭示某个数据点是否在训练期间被使用。

我们提出了一种将dp预存机制与联合学习相结合的算法。然而，与[1]相反，我们的目标不是仅保护wr.t.单个数据点。相反，我们希望确保所学模型不会揭示客户是否参与了分散式培训。这意味着客户机的整个数据集都受到保护，免受来自其他客户机的差异攻击。
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第31届神经信息处理系统会议（NIPS 2017），加利福尼亚州长滩，美国。

我们的主要贡献：首先，我们展示了在联邦学习中，当模型性能保持较高时，客户的参与是可以隐藏的。我们证明，我们提出的算法可以在模型性能损失较小的情况下实现客户端级别的差异隐私。同时发表的一项独立研究[6]提出了客户级dp的类似程序。然而，实验设置有所不同，[6]还包括元素级隐私措施。其次，我们建议在分散训练中动态调整dp保持机制。实证研究表明，通过这种方式可以提高模型的性能。这与具有差别隐私权的集中培训的最新进展形成了鲜明对比，如果这种适应是没有好处的。我们可以将这种差异与以下事实联系起来：与集中学习相比，联合学习中的梯度在整个训练过程中对噪声和批量大小表现出不同的敏感性。

# 2        背景

2.1联合学习

在联合学习[5]中，馆长和客户之间的交流可能会受到限制（例如移动电话）和/或容易被拦截。联邦优化的挑战是学习一个客户机和管理员之间的信息开销最小的模型。此外，客户的数据可能是非IID的、不平衡的和大规模分布的。最近[5]提出的“联合平均”算法解决了这些挑战。在馆长和客户之间的多轮沟通中，培训一个中心模型。在每一轮沟通中，馆长会将当前的中心模型分发给一小部分客户。然后，客户机执行局部优化。在一个小批量通信过程中，可能会采取多个梯度下降的步骤来减少客户之间的沟通。接下来，优化后的模型被发送回馆长，馆长将其聚合（例如平均）以分配一个新的中心模型。根据新的中央模式的性能，培训要么停止，要么开始新一轮的交流。在联合学习中，客户机从不共享数据，只共享模型参数。

2.2差异隐私学习

在集中学习模型的情况下，对数据级的dp保护进行了大量的研究。这可以通过在学习过程中加入dp保持随机机制（例如高斯机制）来实现。

我们在随机机制中对dp的定义与[1]相同：

一个随机机制：D→R，具有域和范围，满足（ǫ，δ）-微分隐私，如果对任意两个相邻的输入∈D和输出的任何子集⊆R，则认为[M（D）∈S]≤eǫPr[M（D′）∈S]+δ。在这个定义中，解释了普通差别隐私被破坏的可能性。*米DRd、 d*′*SPδǫ*

高斯机制（GM）近似实值函数：D→R，具有微分私有机制。具体地说，GM将高斯噪声校正到函数数据集灵敏度上。该灵敏度定义为绝对距离kf（d）−f（d′）k2的最大值，其中和是两个相邻的输入。GM定义为（d）=f（d）+N（0，σ2Sf2）。*f平方英尺d*′*d米*

在下面，我们假设和是固定的，并评估对GM关于（d）的单一近似的询问。我们可以根据≤-dp被破坏的概率≤*σǫfǫδ*
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因此，为了保护隐私，会计师会跟踪。一旦达到一定的门槛，总经理将不再回答任何新的询问。*δδ*

最近，[1]提出了一种差分私有随机梯度下降算法（dp-SGD）。dpSGD的工作原理类似于小批量的梯度下降，但是梯度平均步骤是用GM来近似的，另外，通过随机抽样来分配小批量。为了得到修复，隐私会计师会跟踪并在达到阈值后停止培训。直观地说，这意味着一旦学习模型揭示某个数据点是否是训练集的一部分的概率超过某个阈值，训练就停止。*ǫδ*

2.3联邦优化中的客户端差异隐私

我们建议在联合学习中加入随机机制。然而，与[1]相反，我们并不旨在保护单个数据点在学习模型中的贡献。相反，我们的目标是保护整个客户机的数据集。也就是说，我们希望确保学习的模型不会显示客户是否在保持高模型性能的同时参与了分散式培训。

# 3        方法

在联邦优化[5]的框架中，中央馆长在每轮沟通后平均客户模型（即权重矩阵）。在我们提出的算法中，我们将用随机机制改变和近似这个平均值。这样做是为了将单个客户的贡献隐藏在聚合中，从而隐藏在整个分散学习过程中。

我们用来近似平均值的随机机制包括两个步骤：

1.    随机子抽样：取客户总数。在每个通信轮中，对大小≤K的随机子集进行抽样。然后，馆长将中心模型分发给这些客户。中心模型由客户对其数据进行优化。客户在*KZt公司公吨重量Zt公司*现在拥有独特的本地模型。优化后的局部模型与中心模型之间的差异称为客户机*k*&apos;s update∆wk=wk−wt。在每一轮沟通结束时，更新信息将发送回中央馆长。

2.    扭曲：高斯机制用于扭曲所有更新的总和。这需要了解集合相对于求和运算的灵敏度。我们可以通过使用缩放版本而不是真正的更新来增强一定的敏感性：△w´k=
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通过将此近似值添加到当前中心模型中，可以分配一个新的中心模型。*重量*+1 *重量*

剪辑的更新总数*S*

![](data:image/gif;base64,R0lGODlhUwE5AHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAABTATkAgAAAAAAAAAL/hI+py+0Po5y0WhWu3rz7D4biSJZQgJrqyrbuC8dPZtDyjdh23u2J78gAcUQL6ohMKpfMpvOZPECn1Kp1k1INh8XuyAoOi7fjsnl52QKE67bODWfXflI4j+vNY/D6Pixb8VaHIcVF8ybH00bo1zjoCHnDRzeHWKdmmSho1zAZ+QkaSrTjA3h5+pi4OMe6KvoKG0uiVvnYerdq2Uor2+v7Cxz8qStcbHysJ+eJrFW8zBxZagvNyPLsdUQ9mnarLcH7nQubvXbt7aH6YS6Mlx7UqXVGXlh2Hmj/0k5B2g2Sopkq4LtdAvHtM9jsIEB3rvytQ9joIcSD3w7NMGFqYq91/2w6xkEIztW/adX63dMIzNw8Bit7gNqkaJEnaQ2RMURJcoGOjCzx0dQpLlxMjCFuFhwKkSclelhOAu2SidO1kBKDVB14sdtVjUorToBZs2ktrCuImRQ6zezXpT9/4uy5h5vTfGtnsWoZ1ivcoGJPMNv6NDDFtbwAxlw2CTDavSV1AkJMeCkurWlHKTbSiWPOSs+yCLJYju/ZaH3bbnbzOO7kymPzRk63MMJlpDm6ChZnWPYgi55TNx4Gz281U4Uv2m74GbNYt5dse3wu0urVTZB3g66xE2nickL+ee8Onrv4bORH0hZtXSR1wZ2zokIu2TX0xh4Zq3Mv3L2+w3dDH/89HVFwgYHDz3ACjhYcc/YNpmBZZOH3lETXdUdZheP0AMR6Bh64HS714YYeZrkt6BKJPUEX1YOIjEQedkBlV5Rrg/3GiYWtSbOdUTbeZmKJf/RozRc/IrhYkUDKiI5yrAmZx2x+OKmij3Ztc95bJEGJ0nFzQYNlKChCWJ2VmXUppk0TfpWYlmWKt2ab/BEkHRRu5jfnmmcSWadDedr5Hp57ckDmn69oiKSgTgVqKDu60SkoookqCuGLj05K6ZFgVYpppZ9dl2mnf3ZYqKeicgXfpaOe2maOqK7KaquuvgprrLLO2oKjxthK662a4prrL2rOWZ48wg5LLEPgFYtsslUgsNmpss4+uyw90E5LLV69Wtkir9du+8ev3H4ri7YIFQAAOw==){

近似更新和的高斯机制

在将1/mt分解为高斯机制时，我们注意到平均值的失真是由噪声方差控制的。但是，这种失真不应超过一定的限度。否则，过多的子采样平均值信息会被附加噪声破坏，并且不会有任何学习进度。GM和随机子抽样都是随机机制。（实际上，[1]正是在dp-SGD中使用了这种平均近似。但是，它用于梯度平均，在每次迭代中隐藏一个数据点的梯度）。因此，还定义了当随机机制提供平均近似值时产生的隐私损失。*S*2*σ*2*/米σ米*

为了跟踪这种隐私损失，我们利用Abadi等人提出的矩会计。[1] 一。与标准合成定理（3.14 in[4]）相比，这种计算方法对所产生的隐私损失提供了更严格的限制。每次馆长分配一个新的模型，会计评估给定的，和。一旦达到某个阈值，即客户贡献被披露的可能性过高，应停止培训。的阈值的选择取决于客户端的总数*δǫσ米δδK*. 为了确保许多人的隐私不会以泄露少数人的全部信息为代价，我们必须确保，更多细节请参考[4]第2.3章。

选择：当削减贡献时，有一个权衡。一方面，应选择较小的噪声，使噪声方差保持较小。另一方面，人们希望尽可能多地保持最初的贡献。按照文献[1]提出的方法，在每个通信轮中，我们计算所有未截取贡献的中值范数，并以此作为剪裁界=中值{△wk}k∈Z。我们没有使用随机机制来计算中值，严格来说，这是对隐私的侵犯。然而，通过中位数的信息泄漏是很小的（未来的工作将包含这样的隐私措施）。*SSSt*

选择和：对于固定，比率=σ2/m控制失真和隐私丢失。因此，越高和越低，隐私损失就越高。隐私会计师告诉我们，对于固定值=σ2/m，也就是说，对于相同程度的失真，隐私损失较小，两者都很小。因此，失真率的上限和子抽样客户数量的下限将导致选择。然而，很难估计其下限。也就是说，因为联合设置中的数据是非IID的，来自客户端的贡献可能非常不同。因此，我们将客户端之间的差异定义为客户端更新之间的相似性度量。*σ米Srσ米rσ米r米σ米风险投资*

定义。设△wi，j（i，j）△w∈R*定义-表单更新中的th参数问*×p公司*，在某个沟通环节t、 为了清楚起见，我们现在将不再使用通信轮的具体索引。*

*参数方差*（i，j）*全部K客户定义为，*

*K*
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*变量*[△w]=（△w−µ），K*i、 ji、 ji、 j*

*k*=0

*哪里µi、 j*=P=1△w*K*1 *Kk公司i、 jk。*

*然后我们定义Vc作为更新矩阵中所有参数方差的和，*
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*此外，更新比例美国的定义是，*
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# 4        实验

为了测试我们提出的算法，我们模拟了一个联邦设置。为了便于比较，我们选择了与文献[5]相似的实验装置。我们将排序后的MNIST集分成碎片。因此，每个客户端都有两个碎片。这样一来，大多数客户只会有两位数的样本。因此，单个客户机无法根据其数据训练一个模型，使其对所有10位数字都达到高分类精度。

我们正在研究∈{100100010000}场景下联邦设置中的差异隐私。在每一个设置中，客户机可以得到600个数据点。对于∈{100010000}，重复数据点。*KK*

对于所有三个场景∈{100100010000}，我们对以下参数执行了交叉验证网格搜索：*K*

•每个客户的批次数*B*

•在每个客户端上运行的时间段*E*

•每轮参与的客户数量*米*

•GM参数*σ*

根据[1]，我们将值定为8。在培训期间，我们会跟踪会计师隐私的损失。一旦100名、1000名和10000名客户分别达到−3、e−5、e−6，培训即停止。此外，我们还分析了培训过程中客户之间的差异。上述实验代码可从以下网址获得：https://github.com/cyrusgeyer/DiffPrivate\u-FedLearning。*ǫδe*

算法1客户端差异私有联合优化。是参与客户机的数量；是本地小批量大小，是本地时间段的数量，*KBEη*是学习率，是GM的方差集。确定参与客户的数量

在每一轮交流中。定义我们的目标dp。是-dp被破坏的概率的阈值。是超过的通信轮数。B是一个集合，用于保存客户机的数据，这些数据被分成B大小的批*ǫ问δǫTδ问*
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1： 过程服务器执行

2： 初始化：会计（ǫ，K）⊲初始化权重和主会计师3：每轮=1,2，。。。做*w*0*,t*

4： ←会计（mt，σt）⊲会计返回当前第5轮的私人损失：如果那么返回如果隐私预算被花费，则返回当前模型*δδ>Q重量*

6： ←随机集客户端随机分配一组K个以上的客户端7个：对于每个客户端∈Zt并行do*Zt公司公吨⊲公吨k*
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*k*
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11： 函数CLIENTUPDATE（）*k、 重量*

12： ←重量*w*

13： 对于每个本地历元=1,2，…E do*我*

14： 批处理∈B do*b*

15： ←w−η∇L（w；b）⊲小批量梯度下降*w*

16： △wt+1=w−wt⊲客户端本地模型更新

17： =k△wt+1k2⊲更新范数*ζ*

18： return△wt+1，ζ⊲返回剪裁更新和更新范数
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|  |
| --- |
|  |
|  |  |

表1：差异私有联合学习（Dp）的实验结果以及与非差异私有联合学习（non-Dp）的比较。隐私预算=8的情况下有100、1000和10000个客户。差异隐私被破坏的最高可接受概率。一旦到达，训练停止。准确度表示为“ACC”，通信次数表示为“CR”，通信成本表示为“CC”。*ǫδ*′*ǫδ*′

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | 客户 | *δ*′ | ACC公司 | CR公司 | 科科斯群岛 |
| 非dp | 100 | - | 0.97 | 380 | 38000 |
| Dp | 100  1000 | e-3和e-5 | 0.78  0.92 | 11  54 | 550  11880 |
|  | 10000 | e-6型 | 0.96 | 412 | 209500 |

# 5        结果

在交叉验证网格搜索中，我们寻找那些在保持在各自边界以下时达到最高精度的模型。另外，当多个模型达到相同的精度时，需要较少通信轮数的模型是首选的。*δ*

表1保存了∈{100100010000}的最佳模型*K*. 我们列出了准确度（ACC）、所需的沟通轮数（CR）以及由此产生的沟通成本（CC）。沟通成本定义为客户在培训过程中发送模型的次数，即。。此外，作为一个基准，表1还包含了表现最好的非差异私有模型的ACC、CR和CC*K*=100。在图1中，在整个培训过程中，所有四个表现最好的模型的准确性都被描绘出来了。

在图2中，对于=100的非差异私有联邦优化的精确度，再次描述了在训练过程中客户端之间的差异和更新比例。*K*
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图1：在分散化培训过程中，根据客户持有的非IID MNIST数据进行数字分类的准确性。对于差异私有联合优化，精度曲线末端的点表示达到了-阈值，因此停止了训练。*δ*
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图2:100个客户机的场景，非差异私有：准确性，客户机之间的差异和联邦优化过程中的更新规模。

# 6        讨论

正如直觉所预期的，参与客户的数量对所实现的模型性能有重大影响。对于100个和1000个客户机，模型精度不收敛，并且显著低于非差异私有性能。然而，对于∈{1001000}的78%和92%的准确率仍然远远高于客户仅在自己的数据上进行培训时能够达到的任何目标。在这个数量级和差别隐私是最重要的领域，这种模型仍然会使任何参与的客户受益。例如医院。几百人可以共同学习一个模型，而有关某个特定医院的信息却被隐藏起来。此外，联合学习的模型可以用作进一步客户端培训的初始化。*KK*

当=10000时，差分私有模型几乎达到了无差别私有模型的精度。这表明，对于涉及多个参与方的场景，差异隐私几乎不会影响模型性能。这些场景包括移动电话和其他消费设备。*K*

在交叉验证网格搜索中，我们还发现在训练过程中提高模型性能。当观察一个单一的早期通信回合时，同时降低并且以保持恒定的方式，几乎不会影响该轮中的精度增益。但是，当这两个参数都降低时，隐私损失会减少。这意味着在以后的训练中，在隐私预算耗尽之前，可以进行更多的交流。在随后的通信回合中，为了获得准确度，不可避免地需要大量的数据，为了改进模型，必须考虑更高的隐私成本。*公吨公吨σtσt*2*/公吨公吨*

这一观察结果可以与信息理论在学习算法方面的最新进展联系起来。如图2所示，Shwartz-Ziv和Tishby[8]指出，我们可以区分两个不同的训练阶段：标签拟合和数据拟合阶段。在标签拟合阶段，客户机的更新是相似的，因此是低的，如图2所示。但是在这个初始阶段是高的，因为对随机初始化的权重进行大的更新。在数据拟合阶段上升。个别更新△wk看起来不太相似，因为每个客户机都对其数据集进行了优化。然而，当全局模型的局部最优值被逼近时，精度会收敛，贡献在一定程度上相互抵消。图2显示了和的这些依赖关系。我们可以得出这样的结论：）在早期的沟通环节中，小部分客户可能仍会贡献一个平均更新△wt代表真实的数据分布），在后期阶段，需要一个平衡（因此更大）的客户来达到更新的特定代表性。）高使早期更新不易受噪音影响。*风险投资坎特伯雷大学风险投资坎特伯雷大学风险投资坎特伯雷大学我二三坎特伯雷大学*

# 7        结论

我们能够通过第一次实证研究表明，在客户层面上的差异隐私是可行的，并且当足够多的参与者参与时，可以达到高模型精度。此外，我们还表明，仔细调查数据和更新分布可以优化隐私预算。在未来的工作中，我们计划从信噪比、数据代表性和客户方差之间的关系等方面推导出最优界，并进一步研究与信息论的联系。
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