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*摘要*-新兴技术和应用，包括物联网（IoT）、社交网络和众包在网络边缘产生大量数据。机器学习模型通常是根据收集到的数据建立起来的，以便能够检测、分类和预测未来的事件。由于带宽、存储和隐私问题，将所有数据发送到集中位置通常是不切实际的。在本文中，我们考虑从分布在多个边缘节点的数据中学习模型参数的问题，而不需要将原始数据发送到一个集中的地方。我们的重点是使用基于梯度下降的方法训练的一类通用机器学习模型。本文从理论上分析了分布式梯度下降算法的收敛速度，并在此基础上提出了一种在给定资源预算下，在局部更新和全局参数聚合之间进行最佳折衷以使损失函数最小化的控制算法。通过对实际数据集的大量实验，在网络化原型系统和更大规模的仿真环境中对该算法的性能进行了评估。实验结果表明，在不同的机器学习模型和不同的数据分布下，我们提出的方法性能接近最优。

一、 简介

物联网（IoT）和社交网络应用的快速发展导致网络边缘产生的数据呈指数级增长。据预测，在不久的将来，数据生成速率将超过当今互联网的容量[1]。由于网络带宽和数据隐私问题，将所有数据发送到远程云是不切实际的，而且通常是不必要的。因此，研究机构估计超过90%的数据将在本地存储和处理[2]。新兴的移动边缘计算技术（MEC）[3]，[4]使得具有全局协调性的本地数据存储和处理成为可能，其中边缘节点，如传感器、家庭网关、微型服务器和小型单元，都具有存储和计算能力。多个边缘节点与远程
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图1：系统架构。

云来执行大规模的分布式任务，包括本地处理和远程协调/执行。

为了分析大量的数据并获得有用的信息，以便对未来事件进行检测、分类和预测，通常采用机器学习技术。机器学习的定义非常广泛，从线性回归的简单数据摘要到支持向量机（SVM）和深层神经网络的多类分类[5]，[6]。后者近年来在图像分类等复杂任务中表现出了很好的性能。机器学习的一个关键因素是使用大量数据学习（训练）模型的能力。随着新应用程序生成的数据量不断增加，以及越来越多的应用程序成为数据驱动的，可以预见机器学习任务将成为未来分布式MEC系统的主要工作负载。然而，在资源受限的MEC系统上进行分布式机器学习是一个挑战。

在本文中，我们探讨如何有效地利用有限的计算和通讯资源，以达到最佳的学习效果。我们考虑一个典型的边缘计算架构，其中边缘节点通过网络元素（如网关和路由器）与远程云互连，如图1所示。在多个边缘节点收集和存储原始数据，并根据分布式数据训练机器学习模型，而不需要将原始数据从节点发送到中心位置。

我们主要研究基于梯度下降的分布式学习算法，这些算法具有广泛的机器学习模型的普遍适用性。学习过程包括局部更新步骤，每个边缘节点通过梯度下降来调整（局部）模型参数，以最小化在其自身数据集上 定义的损失函数。它还包括全局聚合步骤，其中在不同边缘节点获得的模型参数被发送到聚合器，聚合器是可以在远程云、网络元素或边缘节点上运行的逻辑组件。聚合器聚合这些参数（例如，通过取加权平均值），并将更新后的参数发送回边缘节点，以进行下一轮迭代。全局聚合的频率是可配置的；可以以一个或多个本地更新的间隔进行聚合。每个局部更新消耗边缘节点的计算资源，每个全局聚集消耗网络的通信资源。消耗的资源量可能会随时间而变化，并且全局聚集频率、模型训练精度和资源消耗之间存在复杂的关系。

我们提出了一种算法来确定全局聚集的频率，以便最有效地利用可用资源。这一点很重要，因为机器学习模型的训练通常是资源密集型的，学习任务的非优化操作可能会浪费大量的资源。本文的主要贡献如下：

1） 从理论上分析了基于梯度下降的分布式学习算法的收敛速度，得到了一个新的收敛界，该收敛界包含节点间的非i.i.d.数据分布和两个全局聚集之间任意数量的局部更新。

2） 利用上述理论结果，我们提出了一种学习数据分布、系统动态和模型特性的控制算法，并在此基础上实时动态调整全局聚集的频率，以在固定的资源预算下最小化学习损失。

3） 我们通过在硬件原型和模拟环境中使用真实数据集的大量实验来评估所提控制算法的性能，这证实了我们提出的方法对于不同的数据分布、不同的机器学习模型和，以及具有不同数量边缘节点的系统配置。

二。相关工作

现有的关于MEC的工作主要集中在通用应用程序上，针对应用程序卸载[7]、[8]、工作负载调度[9]、[10]和由用户移动性触发的服务迁移[11]、[12]提出了解决方案。然而，它们并没有解决机器学习应用中通信、计算和训练精度之间的关系，这对于优化学习任务的性能非常重要。

文献[13]、[14]、[15]从理论上研究了基于梯度下降的分布式机器学习，得到了训练收敛性和通信代价的渐近界。然后将结果推广到[16]中的分布式学习方法的一般类。在某种程度上，这些结果描述了通信和计算的权衡。然而，它们都没有考虑到全球聚集频率的适应性。许多分析也有不切实际的假设，例如不同节点的独立和同分布（i.i.d.）数据[13]，[14]，而涉及非i.i.d.数据分布的更一般的情况更难分析。

从实用的角度，[17]提出了一种分布式梯度下降的变体，称为联合学习，其中全局聚合是以同步的方式进行的。使用不同数据集的实验证实了该方法的有效性。全局聚集频率在[17]中是固定的。它不提供任何理论上的收敛保证，实验也不是在网络环境下进行的。最近[18]提出了网络系统中全局聚集频率动态变化的唯一工作。为了减少网络流量，只有当模型参数变化超过经验选择的阈值时，才会进行聚合。然而，没有考虑节点间的非i.i.d.数据分布，也没有理论分析阈值对学习的影响。文献[18]中的阈值化方法只是为了减少网络流量，这在计算资源有限的MEC系统中是不够的。

与上述研究不同，本文正式讨论了MEC系统中在给定资源预算的情况下动态确定全局聚合频率以优化学习的问题。这是一个非常重要的问题，因为每个学习步骤和之前的学习步骤之间存在复杂的依赖关系，很难通过分析来捕捉。由于不同节点的非i.i.d.数据分布和系统的实时动态性，这也是一个挑战。我们提出了一种适用于实时系统动力学的理论分析和算法。

在下一节中，我们将从总结分布式机器学习的基础知识开始。在第四节中，我们描述了我们的问题公式。第五节和第六节分别介绍了收敛性分析和控制算法。实验结果见第七节，结论见第八节。

三、 序言和定义

*A、 损失函数*

机器学习模型包括一组基于训练数据学习的参数。训练数据样本通常由两部分组成。一个是作为机器学习模型的输入的向量（例如图像的像素）；另一个是模型期望输出的标量。为了便于学习，每个模型在每个数据样本的参数向量上都定义了一个损失函数。损失函数捕捉模型对训练数据的误差，模型学习过程是在一组训练数据样本上最小化损失函数。对于每个数据样本，我们将损失函数定义为（w，xj，yj），简写为（w）[1]。*j***xw公司***jyj公司jjf福建*

表一：常用机器学习模型的损失函数

|  |  |
| --- | --- |
| 模型 | 损失函数（w，xj，yj）（，（w））*f福建* |
| 平滑支持向量机 | 是常数。） |
| 线性回归 | **wx公司**T*j*k2 |
| 聚类 | 式中，[w（1）T（2）T]T**栈单***,,...* |
| 卷积神经网络 | 级联线性和非线性变换的交叉熵，见[6] |

表一总结了常用机器学习模型的损失函数示例[2]，为了方便起见，本文假设所有向量都是列向量，并用以表示的转置。我们用“，”表示“定义为等于”，用k·k表示L2范数。**二十**T

假设我们有具有本地数据集D1，D2，…，Di，…，DN的边缘节点。对于节点上的每个数据集Di，此节点上收集数据样本的损失函数为*N我*

![](data:image/gif;base64,R0lGODlhiwAkAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAACLACQAgAAAAAAAAAL/hI+py+0Po5y02gsD0Lj7D4abSJamyZ3qyjZpC8fqG2n2eN/yjlrBb0jZfkSe8UCjJB/FzNGoqwB9S0WVlRshrlYXUqqVTjvR7YTG5T6pauYJnWh/GVno2OeVvNJx3Dy85iK3cGcW5Ef3dSXEIdRnljVIItnldHhZuQS3ofnhiPmpR/kH+gi0CZgx1IkR6ec6WOiRdCpL+odWiwqJeDSKWYlU29V0i/rrpnR2sUtonAxs2QppqywSChIliWzYWxydiNe8HbgMKKvGnbpePvn47CAnz94estcMHa9ef/0evXjqFadv/Orho6dIYJmCTxh1w8YwojlOCCVaBHOIVUU3KvsuttjDrJFHKDVuJTo2MuU0kypVugrXMibEUjFr+hMIzmbKjjrXLJRYAAA7)*.* （一）

为了方便起见，我们定义| Di |，其中|··|*Di公司*表示集合的大小，以及。假设Di∩Di0=∅对于6=i0，我们将所有分布式数据集的全局损失函数定义为*我*

![](data:image/gif;base64,R0lGODlh8wAjAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAADzACMAgAAAAAAAAAL/hI+py+0Po5y0WhRSvrz7v2yAKILmiTpkyrZpBo9jULqqrNS2Fe/+P6E1dECDsPiIKXEYpPM5I0I1JilFuKStekGZNduxTkPjofn6OZI14rXxDIe0y8Y5ktvMM1cgNdyu9+Y2SHfiV1jDVzcjeACYtJMo9aioWHhzyZTDhueI8lhxSLS0WQezkZgZ53Iqt3o0+slKFdLJANuoitkV22RJ+CsoygIaIXkL6etF61QskeqaW4pc5ixXMimmA2v9opn2PR3oqTxOKevRu9zYyXUc/h1sjNmthgq9q9L9U7xNPR8IlKRKXf59WXaK4LR26+CVo3OQXcN+AB0SkobxgpJ93uTgues4Tpc4ZnM4PgsDkmRHk65SHWzDkh8WL1rAkLLoLRoGhqYYxfsjMpPCoM2AoeKVUhmYNzYROm0K9anUpWZsTb0aNSvWrVoXAYvyk4PWsVzLko2azqzas2vLZtx2j5nShkTHUK0LJKKjuHLx+v0LxarBvtVC0QXM7zBios6wHMq4GGVSiAUvWXVJOHLOyZoRrQqIr3PakKI9nyNdGhzq1IE/S/PHWiOb2EI9fqWd5h1uxhd7747z+HdRiexmrhb+CrldKi/dxNT8XPlo1yOlW/8b/fj17YW5ewdQAAA7)*.* （二）

不需要在多个节点之间共享信息，直接计算全局损失函数w。*F不能*

*B。学习问题*

学习的问题是

**w**∗=argminF（w）。（三）

由于大多数机器学习模型固有的复杂性，通常不可能找到（3）的闭式解。因此，（3）常采用梯度下降法求解。

*C。分布梯度下降*

我们提出了一种求解（3）的正则分布梯度下降算法，该算法在当前的研究领域（如[17]）中得到了广泛的应用。每个节点都有其局部模型参数（t），其中=0,1,2，。。。表示迭代索引。当=0时，所有节点的局部参数初始化为相同的值。对于0，（t）的新值根据局部损失函数的梯度下降更新规则，基于上一次迭代−1中的参数值计算。对每个节点的局部损失函数（在局部数据集上定义）的这种梯度下降步骤称为局部更新。一次或多次局部更新后，通过聚合器进行全局聚合，将每个节点的局部参数更新为所有节点参数的加权平均值。我们定义每个迭代都包含一个本地更新，然后是一个可能的全局聚合。*我***栈单***我tt我t>我t*

|  |  |  |
| --- | --- | --- |
| 操作： | **A**局部迭代 | **B**全局聚合 |
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图2：节点处（t）和（t）值的图示。**栈单***我*e*我我*
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输入：，*τT*

产量：（T）**w**

1                        将（0）和（0）初始化为相同的值；**栈单***我*e*我我*

2                        对于=1,2，…，T do*t*

3                        对于每个节点，使用（4）计算局部更新；*我并行*

4                        如果那样的话*t是的整数倍τ*

5                        ![](data:image/gif;base64,R0lGODlhUAFKAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAABQAUoAgAAAAAAAAAL/hI+Zoe0Po5y02ouz3rz7/zHgSJbmiabqWorsC8fyTNeXa+f6zvf+gfsJh8SiERI8KpfM5irpjEqn1Ae0is1qidet9wt+dcPkslkzPqvXbGD7DW+n4/R6dG7P64f4vf9f0wc4SJgiWIiY2HGo2Og4wfgoOelGaXmJhKm5aRDJ+ZnnCToKJ0p6qmaKuhomqsoK2+MaS1s1W4vrdJvLe7TbCyz0G0y8M1yMTHOczCyG1gwdsxxNTTJdjb34nM0Nct0NTvEdTm61XY4OeZ7O7jDejv4OTy4/D15vz42fj73PT/3qX7uAAtMRLFjuIMJwChd2a+gwG8SI1SZSjGbxYrOMVRqTcexYzB/IXCJH1ippMhbKlKxWskTl8iWpmDJB0azJ6SZOTTp3XurpkxLQoJKGEj2KNKlSDAGaOn0KNarUqVSrWr2KNavWrVy7ev0KNqzYsWSrFgAAOw==)（全局聚合）集合ei（t）←w（t），其中（t）**栈单***我*

定义见（5）；

6                        其他的

7                        （无全局聚集）集合ei（t）←wi（t）；**w***我*

全局聚合后，每个节点的局部参数t通常会发生变化。为了方便起见，我们使用ei（t）来表示可能的全局聚集后节点处的参数。如果在迭代中没有进行聚合，我们有ei（t）=wi（t）。如果在迭代时进行聚合，则通常ei（t）6=wi（t），我们设置（t）=w（t），其中（t）是下文（5）中定义的（t）的加权平均值。这些定义的示例如图2所示。**wwwwwww***我我我tt*e*我我*

每次迭代中的局部更新是在上一次迭代中可能的全局聚合之后对参数执行的。对于每个节点，更新规则如下：*我*

**w***我*（t） =w（t−1）−η∇Fi（w（t−1））（4），其中≥0为步长。对于任何迭代（可能包括也可能不包括全局聚合步骤），我们定义e*我*e*我ηt*

**w**![](data:image/gif;base64,R0lGODlhcgAgAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAByACAAgAAAAAAAAALnhI+py53hopy02qug0bj7DzJcSJYfhALpaLYuFrBbnMHq/R5yPkvc7qDpQqwfbyHkJVXASRHRzEWJj+pqGMRpj1Xlo6gR7kZLbmPqeW6wWza0a4a3wEhUGPmWx9sWYLIZY2ckooXmYphVs5anc8c4aEMyZZSyaMWHp8imtgd4pudDUeYEh/hJaInqxVjB2REoGKjKGof2M3pZeRKhu8erN+bmO/ybSnWFfJO8rNzM/OwcbQflOnRFjK3am8292i3K7fktSrPNZTp+2uOLng7sDu9THU9v3F5PPI8fr7+f3u/vmyxzRwoAADs=)*.* （五）

如果在迭代过程中进行全局聚合，那么这个全局模型参数（t）只对系统中的节点可见，但是我们为所有节点定义了它以便于以后的分析。**w***tt*

我们定义系统在每两个全局聚合之间的每个节点执行局部更新步骤。我们定义为迭代的总数。为了简单起见，我们假设它是的整数倍，当我们在第VI-B节中讨论实际问题时，这将被放宽。算法1中提出了分布式梯度下降算法，它忽略了聚合器和边缘节点之间的通信等细节。这些实施细节将在后面的第VI-B节中讨论。*τTTτ*

算法1的基本原理是当=1时，即当我们在每个局部更新步骤之后进行全局聚合时，分布式梯度下降（忽略通信方面）相当于集中式梯度下降，后者假设所有的数据样本都在一个集中的位置可用，并且可以直接观察到全局损失函数及其梯度。这是由于梯度算子的线性。详见附录A。*τ*

四、 问题表述

当大量的数据（通常是训练一个精确的模型所需要的）分布在大量的节点上时，分布式学习过程会消耗大量的资源。这里“资源”的概念是通用的，可以包括与计算和通信相关的时间、能量、货币成本等。为了不积压系统并保持较低的运行成本，人们常常不得不限制用于学习每个模型的资源量。在计算和通信资源不如数据中心丰富的边缘计算环境中，这一点尤为重要。

因此，一个自然的问题就是如何有效地利用一定数量的资源，使模型训练的损失函数最小化。对于上面提出的基于梯度下降的分布式学习方法，问题缩小到确定和的最优值，从而使（w）在给定的资源约束下最小化。*TτF*

形式上，我们定义所有参与节点的局部更新的每一步消耗资源单位，全局聚合的每一步消耗资源单位，其中≥0和≥0都是实数。对于给定和*cbcbTτ*，则消耗的资源总量为。让*R*表示总资源预算。我们寻求以下问题的解决方案：

最小F（w（T））（6）*τ、 T*

                                    s、 t。

为了求解（6），我们需要找出损失函数（迭代后）（w（T））的值是如何影响的。通常不可能找到一个与（w（T））相关的精确解析表达式，因为它取决于梯度下降的收敛性（只有上下界已知[19]）和全局聚集频率的影响。此外，资源消耗和在实践中可能是时变的，这使得问题比（6）更具挑战性。*τTTFτTFcb*

在第五节中，我们分析了分布式梯度下降算法（算法1）的收敛速度上界，然后用该上界作为近似解（6），并在第六节中提出了一种自适应选择最优值并达到近似最优资源利用率的控制算法。*τT*

五、 收敛性分析

在这一节中，我们分析了算法1的收敛性，并找到了（w（T））−F（w∗）的上界，在这里我们回顾一下，这是迭代的总数。为了便于分析，我们首先介绍一些符号。*FT*

*A、 定义*

我们用来表示迭代中全局聚合的总数。因为我们之前假设是*KTTτ*，我们有。我们可以进一步划分
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图3：不同间隔的定义说明。

如图3所示，将迭代分为不同的间隔，每个间隔中只有第一次和最后一次迭代包含全局聚合。我们使用速记符号[k]来表示迭代间隔[（k−1）τ，kτ]，对于=1,2，…，k。*TKk*

对于每个区间[k]，我们使用（t）来表示一个辅助参数向量，它遵循一个集中梯度下降，根据**五**[克]

**vv型**[克]（t） η（k）仅为−1（k）定义]（其中τ∈1）。该更新规则基于全局损失函数（w），该函数仅当所有数据样本在中心位置可用时才可观测（因此是集中梯度下降），而（4）中的迭代基于局部损失函数（w）。[克]*tkF金融机构*

我们定义（t）在每个间隔[k]开始时与（t）“同步”，即（（k−1）τ），（（k−1）τ），其中（t）是（5）中定义的局部参数的平均值。注意，我们还有ei（（k−1）τ）=w（（k−1）τ），因为全局聚集（或当=1时初始化）是在迭代（k−1）τ中执行的。**大众汽车**[克][克]*我k*

通过以上定义，我们可以通过两步的方法找到算法1的收敛界。第一步是找出（kτ）和（kτ）之间的差距，即在没有全局聚集的局部更新步骤后，分布梯度下降和集中梯度下降之间的差异。第二步是在每个区间[k]内将此间隙与（t）的收敛速度相结合，得到（t）的收敛速度。**wvvw公司**[克]*kτ*[克]

为了分析的目的，我们对损失函数作了如下假设。

假设1。我们假设如下*一：*

*（一）金融机构*（w）*是凸的*

*（二）金融机构*（w） kFi（w）−Fi（w0）k≤ρkw−w0k*是ρ-Lipschitz，即。，对于任何人***栈单***,*0

*（三）金融机构*（w） k∇Fi（w）–∇Fi（w0）k≤βkw−w0k*是β-平滑，即。，对于任何人***栈单***,*0

对于光滑支持向量机和线性回归，上述假设是满足的（见表一）。第七节将介绍的实验结果表明，对于损失函数不满足上述假设的模型（如神经网络），我们的控制算法也能很好地工作。

引理1。（w）*F是凸的，ρ-Lipschitz，和β-平滑。*

*证据。*这从假设1（w）的定义和三角不等式可以很容易地理解。*F*![](data:image/gif;base64,R0lGODlhCQAKAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAJAAoAgAAAAAAAAAIQjI+gC8brXgty1vgw0xD5AgA7)

我们还定义了以下度量来捕获局部损失函数的梯度和全局损失函数的梯度之间的分歧。这种差异与数据在不同节点上的分布方式有关。

定义1。（梯度散度）对于任何k∇Fi（w）–∇F（w）k*我和***w***，我们定义δi作为，即。，*
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*我们还定义*

*B、 主要成果*

下面的定理给出了区间[k]内（t）与（t）之差的上界。**wv型**[克]*t*

定理1。对于任何区间[k]∈[k]*和t，我们有*
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*哪里*
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*对于任何人x轴>*0*. 此外，作为F*(·)*是ρ-Lipschitz，我们有F*（wv（t））−F（[]k（t））≤ρh（t−（k−1）τ）*.*

*证据。*见附录B。![](data:image/gif;base64,R0lGODlhCQAKAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAJAAoAgAAAAAAAAAIQjI+gC8brXgty1vgw0xD5AgA7)

注意，我们总是有0和0，否则梯度下降过程或损失函数变得微不足道。因此，由于Bernoulli不等式，对于≥0，我们有（ηβ+1）x≥ηβx+1。将其代入（10）可证明我们始终具有（x）≥0。*η >β >十h*

很容易看出我们有（0）=h（1）=0。因此，当=（k−1）τ时，即在区间[k]的开始处，（9）中的上界为零。这与（（k−1）τ）=w（（k−1）τ）的定义一致。当=1+（k−1）τ时，（9）中的上限也是零。这与第III-C节中的讨论一致，表明当在全局聚集之后只执行一次局部更新时，分布式梯度下降和集中梯度下降之间没有差距。如果=1，我们得到−（k−1）τ对于任何区间[k]是0或1，并且∈[k]。因此，（9）中的上界对于=1变得精确。*ht***五**[克]*ktτttτ*

对于1，=t−（k−1）的值可以更大。当较大时，（10）中的（ηβ+1）x的指数项占优势，（t）与（t）之间的间隙随着∈[k]而呈指数增大。我们还注意到（x）与梯度散度成正比（见（10）），这是直观的，因为局部梯度与全局梯度（对于同一参数）的差异越大，间隙就越大。这种差距是由于在每个全局聚集之后的第二次局部更新开始的不同节点的局部梯度的差异造成的。在极端情况下，当所有节点具有完全相同的数据样本（因此具有相同的局部损失函数），梯度将始终相同且=0，在这种情况下（t）和（t）始终相等。*τ >十十***wvwwv公司**[克]*tthδδ*[克]

定理1给出了每个迭代区间[k]的分布梯度下降和集中梯度下降之间的差的上界，假设集中梯度下降中的（t）与每个[k]开始时的（t）同步。基于这个结果，我们得到了以下定理。**大众汽车**[克]

定理2。算法1的收敛上界*T迭代由*
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*满足下列条件时：*
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*（二）*

*3） 对所有人t和k代表哪个***五**[克]（吨）*定义了*
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*证据。*见附录C。![](data:image/gif;base64,R0lGODlhCQAKAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAJAAoAgAAAAAAAAAIQjI+gC8brXgty1vgw0xD5AgA7)

在上面的定理中，条件1规定为了保证收敛，步长应该足够小。更平滑的函数允许较大的步长（即较小的步长）。当条件1成立时，条件2始终为=1，因为（1）=0。当1时，它适用于足够小的（τ），这意味着为了保证收敛，（9）中的间隙必须很小。这意味着全局聚集需要足够频繁地执行，这样局部梯度就不会偏离全局梯度太多，否则算法可能无法收敛。的值与条件3和4一起指定了最优性差距的下限。当1和*βτhτ >hετ >ε*是小的，即当损失函数接近其最优值时，项大，界变松。什么时候？*ε*低于某个阈值，条件2不再成立。因为（w（T））−F（w∗）通常在变大时变小，从而产生一个更小的直观结果，这意味着当1时，收敛性只保证到非零的最优性差距为→∞。保证收敛到零最优性间隙为1（因为（1）=0，在这种情况下，边界不依赖于）。本文考虑的不是→∞情形，而是有限的资源预算。因此，在我们考虑的大多数问题场景中，（T）和（T）的值并不“太接近”最优值，并且存在一个值，使得定理2中的所有条件都成立。*FTετ >TτhεTT***wv公司**[克]*ε*

由于在迭代过程中进行全局聚合，系统中的所有节点都知道（T）的值，这是分布式梯度下降的最终结果。我们还注意到（11）中的边界对数据如何分布在不同的节点没有限制。*T***w**

六、 控制算法

在本节中，我们提出了一个近似求解（6）的算法。我们首先假设资源消耗和已知，然后求解和的值。然后，我们考虑实际情况，其中，和其他一些参数是未知的，并且可能随时间变化，我们提出了一个控制算法，估计参数和动态调整的值，实时。*cbτTcbτ*

*A、 （6）的近似解*

我们使用（11）中的上界作为（w（T））−F（w\*的近似值）。因为对于给定的全局损失函数（w），其最小值（w∗）是一个常数，（6）中的（w（T））的最小值等于最小化（w（T））−F（w∗）。利用这个近似值并重新排列（6）中的不等式约束，我们可以将（6）改写为*FFFFF*

![](data:image/gif;base64,R0lGODlhtgApAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAC2ACkAgAAAAAAAAAL/hI+py+0Po0Rh2ouz3ry3UHniSJbmFp7qyrZZ6sbyvML0jeeTrfd+z/sJh60g8Yj0GJNKpvOpWUKn1Ko1WckCtNyt9wqmgQzjb+ocTrvQ5ENoXJZ05166vY6/6/P8vb8P+PdH4dZm+HURJJWguNCo8MjoOAlJKVmJeUl4yFao9qlSJkr25glac7qJl8qyeOPK6gZrEjdiM4u4s9oqgisX4fuSKJxL28vrEAyxpHWoKhkZxafJ1Lz7LGzNWXzLwNzRmcmhrGsmjlHqqWxEvmza3XQu3RY9TD/9YQls+9FOUW8BniJ/BPWpQuMPGzZ4+JyZQpdPXjliBmXUYrToTbqHgQqRHUmIIiLHg9RGAqp0RyIdlIFaAowhhR0mHjItgixxEWZMaBvDFXM47sHNfbCGBozZDUQnmizBAe3oI6eQoUYtfeOH0KTEqfZKnthJwqdUr0PGeqtoLFlYsqCo8rqKpGpap19/enyqFopbHXLjPdmLo6/fv8deYRFcd/CaagoKAAA7)（十二）

s、 和定理2中的条件。

在下面，我们假设*ηε*选择足够小，以满足定理2中的条件1、3和4。当条件2成立时，（12）中的分母为正，因此，的最佳值。

将其代入（12）并取目标函数的倒数，我们得到

![](data:image/gif;base64,R0lGODlh+gAhAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAD6ACEAgAAAAAAAAAL/hI+py+0Po1Rhwmqz3vz2D1oVFiZkeJZSqiLs9rYyR8Zwa6NPXvLrDOycAr5fL3gg7pCAImXhZCKHOCmoFolqUsWX1lo11JRfcTg4NpvK0GZS7X4TqWuw3fWG084y7CgP+OEHiMXgdYeopCfIhyaGcXgVGGf4RMGGuDWJSakjVdjACfc3atJmmWmVNjkhagoECvq6pwaJd2uU6ji42Or6COsWeSpEGTuLW6e7THtEnKl4o2Lzy3wXLVnZrP2cUd2LbC2+1BPz7X0+1SXMbnY8XoxaSspaD5bO5FRoWwrvSa6Ii7ll2PxdykJITrhp7P44bAjxobxQCZMtjNjmocZu5u4g4tkIEiO9iRSb8JNV0KCvkrdYpARnB58jD/1s0ZOZKGM7YxdhqlLpQJ/Cmo9wXjs4p2LPl6qMksviFGhQliI47kIIzZ5VqT+prhg2RavYT62qcuk0dBy1qd6gRA3oI+osLUy55TmLNgyZgYZynJNrcaugaPw07dzok6Qznmx12s3W9WmfTTuDfrkcrGxSvHkTiwC8LnNaw08kduaMD6xVWT2l5YN6D3JnVLzS3vR8kcfa2bi/+sOZzpXqYKwfB+b6tW5v0h3ZAEa+jZG45/+gS/1rjbps69cb5eTOGzw87OJ1sSgAADs=)（十三）

                     s、 定理2中的条件1，3，4。

（13）的最优解总是满足定理2中的条件2，因为=1（在这种情况下（τ）=0*τh*)使目标函数为正，从而满足条件。（13）中的目标函数除以产量
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其中，全局聚合的相对资源消耗被本地更新的相对资源消耗标准化。

基于上述推理，我们知道最小化（12）和最大化（13）和（14）的最优值是相同的。

因此，我们可以解决

*τ*∗=argmaxG（τ）（十五）

*τ*

我们也可以从中得到。下面的命题表明*G*（τ） 有一个唯一的最大值。

命题1。什么时候是严格凹函数*τ*≥1个*.*

*证据。*见附录D。![](data:image/gif;base64,R0lGODlhCQAKAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAJAAoAgAAAAAAAAAIQjI+gC8brXgty1vgw0xD5AgA7)

该方程没有闭式解，因此没有闭式表达式*τ*∗. 因为取整数值，我们可以使用类似于[12]中的二元搜索过程来求解，其复杂度为（logτ），其中是搜索中的最大值，将在下一小节中进一步讨论。*ττ*∗*O*最大值*τ*最大值*τ*
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输入：资源预算、控制参数、搜索范围参数。*Rϕγ*

产量：（T）**w**

1                          ←0，←0为资源，←a*τtss*

2                          将（0）初始化为常量或随机向量；**w**

3                          重复

4                          发送（t）和到所有边缘节点，如果设置了停止，也发送停止；**w***τ*

5                          *t*0 ←t；//保存上次传输的迭代索引**w**（吨）

6                          *t*←t+τ；//下一个全局聚合在之后*τ*迭代

7                          从每个节点接收（t），ˆi；**w***我c我*

8                          按（5）计算（t）；**w**

9                          如果设置了停止标志，则

10                        返回（t）作为最终结果；**w**
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12                        *s*←s+cτˆ+ˆ*b*;

13                        如果0，则*t*0 *>*

14                        从每个节点接收，∇Fi（w（t0））；*β*ˆ*我我*

*N*15            估计![](data:image/gif;base64,R0lGODlhMgABAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAyAAEAgAAAAAAAAAIGRI6py+1ZADs=)

16                                                                                                                                ，估算

每一个，从哪一个*我*

                    我们估计；

17                                                                                                                                根据（15）对[1，τ]内的整数值进行二元搜索，计算出的新值，其中设←γτ；*τ*最大值*τ*最大值

18                                                                                                                                如果+cτˆ+≥R，则*s*ˆ*b*

19                                                                                                                                减小到最大可能值，以便*τ*

剩余迭代的估计资源消耗在预算内，设置停止标志；*R*

算法3：每个边节点的过程*我*

1                        初始化←0；*t*

2                        重复

3                        从聚合器接收（t）和新的，设置ei（t）←w（t）；**栈单***τ*

4                        *t*0 ←t；//保存上次传输的迭代索引**w**（吨）

5                        如果0，则*t>*

6                        估计

*β*ˆ*我*←k∇Fi（wi（t））-∇Fi（w（t））k/kwi（t）−w（t）k；

7                        对于=1,2，…，τdo*米*

8                        *t*←t+1；//开始下一次迭代

执行本地更新并根据（4）获得（t）；如果**w***我m<τ*

设置ei（t）←wi（t）；**w**

12              估计节点上一次本地更新的资源消耗ˆi；*c我*

13              发送至（t）聚合器；**w***我c*

14              如果0，则*t*0 *>*

发送，∇Fi（w（t0））到聚合器，直到收到停止标志；*β*ˆ*我*

*B、 动态控制算法*

（τ）的表达式（包括（τ））有一些在实际中可能未知的参数。其中，and（and）与资源消耗有关，与损失函数特性有关。这四个参数是在学习过程中实时估计出来的，稍后将进一步解释。参数是预先指定和已知的梯度下降步长。其余参数，在（τ）的定义中都出现在一个术语中*Ghcb一βδηρεωG*（见（14）），我们定义为手动选择的控制参数，对于同一机器学习模型，该参数保持不变。下一节中给出的实验结果表明，一个固定值*ϕ*适用于不同的数据分布和不同数量的节点。我们注意到，较大的值放大了梯度散度（与（τ）成比例）并产生较小的值，反之亦然。因此，在实践中，不难在一个小而简单的设置上调整的值，然后将其应用于一般情况（也可参见第VII-B4节中关于灵敏度的结果）。在实际实现中，我们不关心定理2的条件。*ϕδhτ*∗*ϕϕ*

如前所述，本地更新在边缘节点上运行，而全局聚合是通过聚合器（也可以在其中一个边缘节点上运行的逻辑组件）的帮助来执行的。算法2和算法3分别介绍了聚合器和每个边缘节点处的过程，其中算法3的第7-11行用于局部更新，其余部分被视为全局聚合或初始化的一部分。我们假设聚合器启动学习过程，初始模型参数（0）由聚合器发送到所有边缘节点。**w**

的值在每个全局聚合步骤中根据最新的参数估计值重新计算。如算法2的第17行所示，我们搜索最高达当前值（即=γτ）倍的新值，并找到最大化（τ）的值，其中0是一个固定参数。它的存在限制了搜索空间，也避免了由于初始参数估计可能不准确而增长过快。的新值与（t）一起发送到每个节点（算法2的第4行）。*ττγττ*最大值*Gγ >γττ***w**

和的值基于边缘节点和聚合器的资源消耗的测量值来估计（算法2的第11行）。估算方法取决于所考虑的资源类型。例如，当资源为能量时，所有节点的总能量消耗（每次本地更新）被视为；当资源为时间时，所有节点（每次本地更新）的最大计算时间被视为。聚合器还根据估计值监视总资源消耗，并将总资源消耗量与资源预算进行比较（算法2的第18行）。如果消耗的资源达到预算限制，则停止学习并返回最终结果。*cbccR*

和的值根据在（t）和（t）处计算的局部和全局梯度估计（见算法2的第14-16行和算法3的第6和15行）。为了进行估计，每个边缘节点需要在同一次迭代中同时访问其局部模型参数（t）和全局模型参数（t）（见算法3第6行），这只有在迭代中进行全局聚集时才可能。因为（t）只有在全局聚合之后每个节点才可观测到，所以和的估计值仅可用于从初始化后的第二个全局聚合步骤开始重新计算，该步骤使用在上一个全局聚合步骤中获得的估计值[3]。*βδ***wwwww网站***我我ttβδτ*

七。实验结果

*A、 设置*

为了评价所提出的控制算法的性能，我们在5个节点的网络化原型系统和5到500个节点的仿真环境中进行了大量的实验。

该原型系统由三台Raspberry Pi（版本3）设备和两台笔记本电脑组成，它们都通过Wi-Fi在办公楼内互连。这表示一个边缘计算环境，其中边缘节点的计算能力是异构的。所有这5个节点都有本地数据集（如下所述），在这些数据集上进行模型训练。聚合器位于一台笔记本电脑上，因此与一个本地数据集位于同一位置。

我们把时间当作实验的资源。对于原型系统，我们训练每个模型在固定的时间预算内。和的值分别对应于每次本地更新和全局聚合所用的实际时间。仿真环境使用模拟资源消耗进行模型训练，资源消耗被设定为原型测量值的平均值。*cb*

当训练数据量很大时，计算整个（局部）数据集上定义的损失函数的梯度通常在计算上是困难的。在这种情况下，通常使用随机梯度下降法（SGD）[5]，[6]，它使用在随机抽样数据子集上定义的损失函数计算的梯度来近似真实梯度。虽然本文的理论分析是基于确定性梯度下降（DGD），但我们在实验中同时考虑了DGD和SGD来评估所提出算法的一般适用性。

*（一）模型和数据集：*我们评估了四个不同模型在三个不同的数据集上的训练。模型包括平滑支持向量机、线性回归、K均值和深卷积神经网络（CNN）[4]。这些模型的损失函数汇总见表一，详见[5]、[6]。其中，smoothSVM（以下简称SVM）和线性回归的损失函数满足假设1，而K均值和CNN的损失函数是非凸的，因此不满足假设1。

SVM和CNN在MNIST数据集[20]上进行训练，该数据集包含70000个手写数字（60000个用于训练，10000个用于测试）。对于支持向量机，我们使用偶数和奇数作为二值标签，而对于CNN，我们使用10个不同数字的多类标签。由于DGD无法处理大量的数据，因此通过DGD进行的SVM训练只需要从整个数据集中抽取1000个训练样本和1000个测试数据样本。SVM和CNN的SGD变量使用整个MNIST数据集。线性回归是在Facebook metrics数据集[21]上进行的，该数据集有500个样本，具有多个与化妆品品牌发布的帖子相关的属性。该模型发现总交互数与所有其他属性之间存在线性关系。K-means在用户知识建模数据集[22]上执行，该数据集有403个样本，每个样本具有5个属性，总结了用户与web环境的交互。样本可以分成4个代表不同知识水平的聚类，但是我们假设我们没有这个分组的先验知识。

*（二）不同节点的数据分布（情况1-4）：*我们考虑了四种不同的将数据分布到不同节点的方法。在案例1中，每个数据样本随机分配给一个节点，因此每个节点都有无偏（但不是完整）的信息。在案例2中，每个节点中的所有数据样本都有相同的标签[5]。这表示每个节点都有偏差信息的情况，因为整个数据集具有多个不同标签的样本。在案例3中，每个节点都有完整的数据集（因此是完整的信息）。在情况4中，具有前半部分标签的数据样本如情况1一样分布到节点的前半部分；其他样本如情况2一样分布到节点的后半部分。这是一个有偏见和无偏见的结合。

*（三）训练和控制参数：*在我们所有的实验中，我们将搜索范围参数设为10。除非另有规定，我们将SVM、线性回归和K均值的控制参数设置为0.2，CNN的控制参数设置为10-4。对于SVM、线性回归和CNN，梯度下降步长为=0.01，对于K均值，梯度下降步长=0.1。*γϕϕηη*

*B、 结果*

*1） 损失和精度值：*In our first set of experiments, the SVM, linear regression, and K-means models were trained on the prototype system, where the resource (time) budget for each model training instance is fixed to 15 seconds. Due to the resource limitation of Raspberry Pi devices, the CNN model was trained in a simulated environment of 5 nodes, with a total budget equivalent to 200 local updates, and a global aggregation consuming = 5.0 times the resource of one local update. The value = 5.0 was obtained from the time measurements of SVM (SGD) on the prototype.*a a*

We compare the loss function values of our proposed algorithm (with adaptive ) to baseline approaches that include centralized training and distributed training with fixed . We also compare the classification accuracies for the SVM and CNN classifiers. The centralized baseline is obtained in a simulated environment by running only local updates on a*ττ*

single node subject to the total resource budget, where the local update resource consumption is estimated based on measurements on the prototype system averaged over all cases of each model. The distributed baselines run on the prototype system (except for CNN as discussed earlier) under the same setup but with different fixed values of (i.e., no adaptation). Note that this setup with non-adaptive *τ τ is the same as the*
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Fig. 4: Loss function values and classification accuracy with different . Only SVM and CNN classifiers have accuracy values. The curves show the results from the baseline with different fixed values of . Our proposed solution (represented by a single marker for each case) yields an average and loss/accuracy that is close to the optimum in all cases.*τττ*

*federated learning approach in [17]*. When fixing = 1, it is also equivalent to the synchronous SGD approach in [23].*τ*

The average results of 30 different experiments (15 for CNN) are shown in Fig. 4. We note that the proposed approach only has one data point (represented by a single marker in the figure) in each case, because the value of is adaptive in this case and the marker location shows the average with the corresponding loss or accuracy. The centralized case also only has one data point but we show a flat line across different values of for the ease of comparison. We see that the proposed approach performs close to the optimal point for all cases and all models[6]. We also see that the optimal value of is different for different cases and models, so a fixed value of does not work well for all cases. In some cases, the distributed*τ τ τ τ τ*
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Fig. 5: Loss function values and classification accuracy with different numbers of nodes for SVM (SGD).

approach can perform better than the centralized approach, because for a given amount of time budget, distributed learning is able to make use of the computation resource at multiple nodes. It does not always perform better than centralized because the resource consumption of the centralized approach is estimated as the average over all distributed cases for each model, so some will perform worse. For DGD approaches, Case 3 does not perform as well as Case 1, because the amount of data at each node in Case 3 is larger than that in Case 1, and DGD processes the entire amount of data thus Case 3 requires more resource (time) for each local update.

*2) Varying Number of Nodes:* Results of SVM (SGD) for the number of nodes varying from 5 to 500 are shown in Fig. 5, which are obtained in the simulated environment with = 5.0 and total budget equal to 868 local updates (both parameters are obtained from measurements on the prototype system). Our proposed approach outperforms the fixed = 10 baseline in all cases.*a τ*

*3) Instantaneous Behavior:* We further study the instantaneous behavior of our system. Results for SVM (DGD) is shown in Fig. 6 for a single run of 30 seconds (for each case) on the prototype system. Further results of SVM (SGD) are available in Appendix E. We see that except for Case 3 of SVM (DGD), the value of converges after a certain amount of time, showing that the control algorithm is stable. The value of keeps increasing in Case 3 of SVM (DGD) because all nodes have exactly the same data in this case and DGD uses all the data samples (i.e., no random sampling). There is no gradient deviation in this case and the optimal value of is infinity. As expected, the gradient deviation is larger for Cases 2 and 4 where the data samples at different nodes are biased. The same is observed for , indicating that the model parameter is in a less smooth region for Cases 2 and 4. Case 3 of SVM (DGD) has a much larger value of because it processes more data than in other cases and thus takes more time, as explained before. The value of exhibits fluctuations because of the randomness of the wireless channel.*τ*∗ *τ*∗ *τ δ β***w** *c b*

*4) Sensitivity of ϕ:* The sensitivity of the control parameter is shown in Fig. 7, where the experimentation settings are*ϕ*
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Fig. 6: Instantaneous results of SVM (DGD) with the proposed algorithm.
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Fig. 7: Impact of on the average value of .*ϕ τ*∗

the same as for Fig. 4. We see that the relationship among in different cases is mostly maintained with different values of . The value of decreases approximately linearly with logϕ, which is consistent with the fact that there is an exponential term w.r.t. in (τ) (and thus (τ)). For Case 3 of SVM (DGD), remains the same with different , because = 0 (thus (τ) = 0) in this case and the value of does not affect (τ) (see (14)). We also see that small changes of does not change much, indicating that one can take big steps when tuning in practice and the tuning is not difficult.*τ*∗ *ϕτ*∗ *τ hGτ*∗ *ϕδ hϕ Gϕ τ*∗ *ϕ*

VIII. CONCLUSION

In this paper, we have focused on gradient-descent based distributed learning that include local update and global aggregation steps. Each step of local update and global aggregation consumes resources. We have analyzed the convergence bound for distributed learning with non-i.i.d. data distributions. Using this theoretical bound, a control algorithm has been proposed to achieve the desirable trade-off between local update and global aggregation in order to minimize the loss function under a resource budget constraint. Extensive experimentation results confirm the effectiveness of our proposed algorithm.
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APPENDIX

*A. Distributed vs. Centralized Gradient Descent*

Proposition 2. When = 1(t)*τ , Algorithm 1 yields the following recurrence relation for* **w***:*

**w**(t) = ww(t − 1) − η∇F ((t − 1)) (16)

*Proof.* When = 1, we have ei(t) = w(t) for all . Thus,*τ* **w***t*
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where the second term in the last equality is because
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due to the linearity of the gradient operator. ![](data:image/gif;base64,R0lGODlhCQAKAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAJAAoAgAAAAAAAAAIQjI+gC8brXgty1vgw0xD5AgA7)

Eq. (16) is the recurrence relation for centralized gradient decent on the global loss (w). Therefore, the distributed gradient descent algorithm presented in Algorithm 1 is optimal (when comparing to centralized gradient descent) for = 1.*Fτ*

*B. Proof of Theorem 1*

To prove Theorem 1, we first introduce the following lemma.

Lemma 2. For any interval [k]∈ [(k − 1)τ,kτ)*, and t , we have*
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*where we define the function gi*(x) *as*
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*Proof.* We show by induction that (k − 1)τ) for all ∈ ((k − 1)τ,kτ].*t*

When = (k − 1)τ*t* , we know that by the definition of **v**[k](t), and we have .

We note that because there is no global aggregation within this interval. Combining this with (4), for *t* ∈ ((k − 1)τ,kτ), we have ei(t) = w(t − 1) − η∇Fi(w(t − 1)) (17)**w**e*i*e*i*

For the induction, we assume that
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holds for some ∈ ((k − 1)τ,kτ)*t* . We now show that holds for *t*. We have

|  |
| --- |
|  |
|  |  |
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(adding a zero term and rearranging)
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(from triangle inequality)
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(from the -smoothness of (·) and (8))*βFi*

≤ (ηβ + 1)gi(t − 1 − (k − 1)τ) + ηδi

(from the induction assumption in (18))
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We are now ready to prove Theorem 1.

*Proof.* (Theorem 1)

From (4) and (5), we have
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(from triangle inequality)
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(because (·) is -smooth)*Fβ*
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(from Lemma 2)
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where the last equality is because for any ,*x*
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Equivalently,
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*C. Proof of Theorem 2*

To prove Theorem 2, we first introduce the following definitions and lemmas.

Definition 2. For an interval [k](t) =*, we define θ*[k]

*F*(v[k](t)) − F(w∗)(k − 1)τ ≤ t ≤ kτ*, for a fixed k, t is defined between .*

According to the convergence lower bound of gradient descent given in [19, Theorem 3.14], we always have

*θ*[k](t) > 0 (21)

for any finite and .*t k*

Lemma 3. When , for any *k, and t* ∈ [(k − 1)τ,kτ]*, we have that* ![](data:image/gif;base64,R0lGODlhUQARAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAABRABEAgAAAAAAAAAJ7hGOpy+0Po0NH2oszoxR0vXyJCGYdV2Jkqo6sslbv5LnyfOd4g3zoHeAELaKeTXM6Fo+jJMQ5iT2FrdwQulrCeDUj7CpV8oam7S5oDP9qZrHWBQXFubJwG/jcVdmP+T2kF+EnyGenE7iBlyeRhUhYl2LoeDH4dziJlFAAADs=)*does not increase with t, where* **w**∗ *is the optimal parameter defined in (3).*

*Proof.*
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Because (·) is -smooth, from (21) and [19, Lemma 3.5], we have*Fβ*
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Thus,
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Therefore,
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(expanding the squared norm)

![](data:image/gif;base64,R0lGODlhRgFfAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAABGAV8AgAAAAAAAAAL/hI+py+0Po5wp0Iuz3rz7D4bi2FiASabqyrbuC0coGtf2jYN0lYe78esJh8TajBcUJkuHY/EJja6Ws4DFeuUBcbvsVgoOiy9B78l6Sne1KWfz/VWP5/S6w81cLDc0qv0PCOO3lbW2hnDIZranmMbgxhgoOakT96iHd2bZZ4KW4WnJRjlKSpbnyJRYhhoKqQcHG+daSluLCBQZ2Xoqqrn6GsuKqmtbHDgorGB225XU/AubKRttXG1NLaP8A9qrSc24mHo9LokMnoy+HBy62w48TB5vS4yOQX/H2y2/X559/6ArHARz/Ape+9cB4QSFBhvOUXeDITaHFCtavIgxo8aN/xw7evwIMqTIkSRLmtwH8aRKkRJXqpTWL5HLmRRSHqOJM2E0NFjgFVr36d2uIy1zkmymTJ8KmOyMOgU48VEfoBxkInmK1d4ebt+oCuU2tWnWsdNwZfrZqhPQs72Iku1o05Q2dmpv2RWK71TRkntHMV0YDNndJgLTtW3UN2RiUnshchUrrGfSu9LC1iMb0OtDzUHTPgNMWc5Qr3E9sF2c42+2P1ZFCF4NezJs1ACd0WqpGrTSoLNE8+Es4Rza3YN9szBEuBDXn7mrNppGbLHly/aIM/ZRpPlj6rpZvYYa2nnxSr0rQXaN9xK+f+wje7eK3PTu8urfgWIomTthXPzrk/+gndoUb5izVV2Y7BcbWM/lZd9E0MAX3BUGyqZQYRsVyJ06wh1W1oLu0NefOPuBuAl4kU2Yz3reQScHcy2+6GKMMM4oY43GVcATMNvJBpltiBTmozsdvkKQWbOZONCL9Unkio1O0gjlk1JC6Z+HRM61TZX5MQhTb1sh6c2QIur3Y4hVVnfeR83RBc1AtmUZmJVgskUhPIRYV2aGwNkB4G9LQtXmgOkZFt6NXmrQ3pl7IoodEX0u1Z2fbnY2qG6ZrfmonZIGmCYUuZCJHqYL4gZmFJkasWh2kU5CaqeVxrBmHadyAaqA4tVqzawRjaMroTq9xSmwwvI6bLGUxGpsslL/9Kpss+Y5C2200k5LbbXWXottttpuy2233sr3bbjP3omeuNIGOq65yX73AbPqXrRjpu6+C0Zpv756b0P2ctsnu+nyg+wY87bQWrulNppiPzyyasy8X9q6sF+p0hFwwvJe5Sqjl1xc553DuVguh4JmvNm/BN+nDYA7vrDdZ1hsWcUIQcqw5U0kB0ewe70OPJ6mbVrWl7833gbpxJvmrER6y+kTtChAGy2woMi61bOKFmKsU0oXD2dmhwoWWmeFmrIICNfreELPdDfDgXbCtxYsc1PoUpdjcWJD3fBOXkflHjND+wSoP3+zeaXWSlr5GJ34lkkihKHxrPFlq8y9og4Suh4s3tLHrVVp3QguXPOfcvNN8eFg+3p1xBGesSG4yaxscDpwnkj5gV3ZPTbgec/1asVcYu463jVxrnrXrCtde9ryiErirrTVTu7Ro6+t6OlVS46rrMO7nX3kIeeZpPTT25B678LXu6fjeGK3s175Et89pQzi7vfu86AKfELQw6oYZ/s7zzL3/adBLvif4OjFv/whCnIIXF744tbAtzyoDREU1uQoWEEL4i+DxpoVAzmIFdiB8F0fJEkBAAA7)

When, we obtain
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Lemma 4. For any ≤ β1 ∈ [(k − 1)τ,kτ]*k, when η and t , we have*
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*Proof.* Because (·) β-smooth, from [19, Lemma 3.4], we have*F*
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for arbitrary and . Substituting this into (7) yields**x y**
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(from (7))
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By definition, (t) = F(v[k](t)) − F(w∗) and (t + 1) = F(v[k](t+1))−F(w∗) Substituting this into (23) yields*θ*[k]*θ*[k]
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Equivalently,
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The convexity condition gives
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where the last inequality is from the Cauchy-Schwarz inequality. Hence,
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where the last inequality in the above is explained as follows.

From Lemma 3, we know that for each interval of [k], does not increase with *t* when ∈ [(k −*t*

1)τ,kτ]. Hence, .

Recall that we defined, we have

![](data:image/gif;base64,R0lGODlh5gAXAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAADmABcAgAAAAAAAAAL/hI+py+0Po5y02ouz3lyHDobhJ5bmiaYqRK7uy8Ky2M5Rbccfnju7/cPxeozAkBhDNo7AnPDBVCp+0gW1d33xogZu9XsD0wDBRIuZNZPX5Tb77Y7D5/I6/Z6ervX2Pv7vJ9dhlCTmBDXhJaa4Z9Xoc8BouMGV5yipZGlGSEj5OOmCWdQF6hHpScpxFpbqaCIKCXuq9/qZ4TYq27rK2kqLqpb7BgmqO0bKi+g7u3Rpi3hVtmyarJhMsZp9anzbSPJ9wViDlph6BA7yHS0xXt7JXbv7OVTtPTfdzGev+YwR3WlPHj592sjBC/cIIDp86Ly0W4aJk8MRkba4moeNH4KDPtiY0cMosNexfiQtpKm3LiS7MBwraBwWrGSpgR1lvpwJzNpFY+TiDSL58VDLjj1j4iyX7mgmZkopJh2qgkoBADs=)and the inequality

follows.

As (t + 1)θ[k](t) > 0 according to (21), dividing both sides by (t + 1)θ[k](t), we obtain*θ*[k]*θ*[k]
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We have 0 < θ[k](t + 1) ≤ θ[k](t) from (21) and (24), thus
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We are now ready to prove Theorem 2.

*Proof.* (Theorem 2)

Using Lemma 4 and considering ∈ [(k−1)τ,kτ], we have*t*
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Summing up the above for all = 1,2...,K yields*k*
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Rewriting the left-hand side and noting that = Kτ yields*T*
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which is equivalent to
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Each term in the sum in right-hand side of (26) can be further expressed as
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where the last inequality is obtained using Lemma 1 and noting that, according to the definition, (kτ) = w(kτ), thus**v**[k+1]

*F*(v[k+1](kτ)) = F(w(kτ)).

It is assumed that (t) = F(v[k](t))−F(w∗) ≥ ε for all and for which (t) is defined. Consequently,*θ*[k]*t k* **v**[k]
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Combining (28) with (27), the sum in the right-hand side of (26) can be bounded by
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It is also assumed that (w(T)) − F(w∗) ≥ ε. Using the same argument as for obtaining (28), we have*F*
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We then have
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where the first inequality is from Lemma 1 and the second inequality is from (30).

Summing up (29) and (31), we have
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where the first equality is because.

We note that
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where the first inequality is because (0) = F(v[1](0)) − F(w∗) > 0*θ*[1], and the last inequality is due to the assumption that. Taking the reciprocal of the above inequality yields
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*D. Proof of Proposition 1 Proof.* We note that

We define
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Taking the derivative, we get
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where log denotes the natural logarithm.

When ≤ β1 , we always have − C1(B − 1) − C2 =*η A*
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where we define

*H*(τ,B) , −2a(B − 1) + 2(1 − Bτ) + 2(τ + a)Bτ logB

− (τ + a)2Bτ(logB)2

We note that ≥ 0 and (τ + a)3 > 0*C*1 . From (33), to show that , we only need to show that *H*(τ,B) ≤ 0. When = 1, we have*B*

*H*(τ,1) = 0

for any . When ≥ 1, we have*τB*
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which means that (τ,B) is a non-increasing function for any fixed and varying ≥ 1.*Hτ B*

We always have ≥ 1 according to the definition. We can thus conclude that we always have (τ,B) ≤ 0 for ≥ 1 and ≥ 1*B Hτ B* . It follows that and hence *G*(τ) is a strictly concave function. ![](data:image/gif;base64,R0lGODlhCQAKAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAJAAoAgAAAAAAAAAIQjI+gC8brXgty1vgw0xD5AgA7)

*E. Instantaneous Results of SVM (SGD)*

The instantaneous results of SVM (SGD) are shown in

Fig. 8.
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Fig. 8: Instantaneous results of SVM (SGD) with the proposed algorithm.

[[1]](" \l "_ftnref1" \o ") Note that some unsupervised models (such as K-means) only learn on and do not require the existence of in the training data. In such cases, the loss function value only depends on .**xx***j yj j*

[[2]](" \l "_ftnref2" \o ") While our focus is on non-probabilistic learning models, similar loss functions can be defined for probabilistic models where the goal is to minimize the negative of the log-likelihood function, for instance.

[[3]](" \l "_ftnref3" \o ") See the condition in Line 13 of Algorithm 2 and Lines 5 and 14 of Algorithm 3. Also note that the parameters and ∇Fi(w(t0)) sent in Line 15 of Algorithm 3 are obtained at the previous global aggregation step (and are obtained in Lines 4–6 of Algorithm 3).*β*ˆ*i t*0 *β*ˆ*i*

[[4]](" \l "_ftnref4" \o ") The CNN has 7 layers with the following structure: 5 × 5 × 32 Convolutional → 2 × 2 MaxPool → 5 × 5 × 32 Convolutional → 2 × 2 MaxPool → 1568 × 256 Fully connected → 256 × 10 Fully connected → Softmax.

[[5]](" \l "_ftnref5" \o ") When there are more labels than nodes, each node may have data with more than one label, but the number of labels at each node is no more than the total number of labels divided by the total number of nodes rounded to the next integer.

[[6]](" \l "_ftnref6" \o ") Note that the loss and accuracy values shown in Fig. 4 can be improved if we allow a longer training time. For example, the accuracy of CNN on MNIST data can become close to 1.0 if we allow a long enough time for training. The goal of our experiments here is to show that our proposed approach can operate close to the optimal point with a fixed and limited amount of training time (resource budget) as defined at the beginning of Section VII-B1.