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联合多任务学习
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# 摘要

在分布式设备网络上训练机器学习模型时，联合学习提出了新的统计和系统挑战。在这项工作中，我们证明了多任务学习自然适合处理这种情况下的统计挑战，并提出了一种新的系统感知优化方法MOCHA，它对实际系统问题具有鲁棒性。我们的方法和理论首次考虑了分布式多任务学习的高通信成本、离散性和容错性等问题。与联邦环境中的备选方案相比，所产生的方法实现了显著的加速，正如我们在真实世界的联邦数据集上的模拟所示。

# 1        介绍

移动电话、可穿戴设备和智能家居只是现代分布式网络中每天产生大量数据的一小部分。由于这些网络中设备的存储量和计算能力的不断增长，在本地存储数据并将更多的网络计算推向边缘变得越来越有吸引力。联合学习的新生领域探索直接在设备上训练统计模型[37]。潜在应用的例子包括：学习情绪、语义位置或移动电话用户的活动；预测可穿戴设备的低血糖或心脏病发作风险等健康事件；或检测智能家居中的盗窃行为[3,39,42]。在[25，36，26]之后，我们总结了联合学习的独特挑战。

1.   统计挑战：联合学习的目标是使模型适合于由分布式节点生成的数据{X1，…，Xm}。每个节点∈[m]通过网络以非IID方式收集数据，每个节点上的数据由不同的分布∼Pt生成。每个节点上的数据点的数量也可能显著变化，并且可能存在一个底层结构，该结构捕获节点之间的关系及其关联的分布。*米t***十***t新台币*

2.   系统挑战：在网络中通常有大量的节点，通信通常是一个重要的瓶颈。此外，由于硬件（CPU、内存）、网络连接（3G、4G、WiFi）和电源（电池电量）的变化，每个节点的存储、计算和通信容量可能有所不同。这些系统挑战，再加上不平衡的数据和统计上的异构性，使得诸如离散器和容错等问题比典型的数据中心环境更加普遍。*米*

在这项工作中，我们提出了一种与先前关于联合学习的工作有很大不同的建模方法，目前的目标是在整个网络中训练一个单一的全局模型[25，36，26]。相反，我们通过学习每个节点{}的独立模型来解决联邦设置中的统计难题。这可以通过一个多任务学习（MTL）框架自然地得到，其中的目标是考虑同时拟合单独但相关的模型[14,2,57,28]。不幸的是，目前的多任务学习方法不适合处理联合学习中出现的系统挑战，包括高通信成本、离散和容错。因此，应对这些挑战是我们工作的一个关键组成部分。**栈单**1*,...,米*

![](data:image/gif;base64,R0lGODlhwAABAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAADAAAEAgAAAAAAAAAINRI6py+0Po5y02otDAQA7)

∗

作者的贡献是平等的。

第31届神经信息处理系统会议（NIPS 2017），加利福尼亚州长滩，美国。

1.1捐款

我们作出以下贡献。首先，我们展示了MTL是在联邦环境下处理统计挑战的自然选择。其次，我们发展了一种新的方法，MOCHA，来解决一个一般的MTL问题。我们的方法推广了分布式优化方法COCOA[22，31]，以解决与网络规模和节点异构性相关的系统挑战。第三，我们为摩卡提供融合保证，仔细考虑这些独特的系统挑战，并提供对实际性能的洞察。最后，我们用一套新的联邦数据集基准测试来展示MOCHA优越的经验性能。

# 2        相关工作

超越数据中心学习。跨分布式低功耗节点计算类SQL查询是一个长达数十年的研究领域，在传感器网络中的查询处理、边缘计算和雾计算[32,12,33,8,18,15]。最近的工作也考虑集中训练机器学习模型，但在本地服务和存储它们，例如，这是移动用户建模和个性化的常用方法[27，43，44]。然而，随着分布式网络中节点计算能力的增长，可以在本地进行更多的工作，这导致了最近对联合学习的兴趣。[1]与我们提出的方法相比，现有的联合学习方法[25，36，26，37]旨在跨数据学习单个全局模型。[2]这一限制它们处理非IID数据和节点间结构的能力。这些工作在没有收敛保证的情况下也没有解决实际问题，如离散器或容错，这是联邦环境的重要特征。据我们所知，本文提出的工作是第一个从理论和实践上考虑这些挑战的联合学习框架。

多任务学习。在多任务学习中，目标是同时学习多个相关任务的模型。虽然MTL文献非常广泛，但是大多数MTL建模方法可以根据它们如何捕捉任务之间的关系大致分为两类。第一个（例如，[14，4，11，24]）假设任务之间的聚集、稀疏或低秩结构是先验已知的。第二组假设任务关系事先不知道，可以直接从数据中学习（例如[21,57,16]）。在这项工作中，我们将注意力集中在后一组上，因为在现实世界中，任务关系可能事先并不知道。与学习单个全局模型相比，这些MTL方法可以直接捕获非IID和不平衡数据之间的关系，这使得它们特别适合联合学习的统计挑战。在第5节中，我们在真实世界的联邦数据集上进行了经验证明。然而，尽管MTL是解决联合学习的统计挑战的自然建模选择，但是目前提出的分布式MTL方法（下面讨论）并不能充分解决与联合学习相关的系统挑战。

分布式多任务学习。分布式多任务学习是一个相对较新的研究领域，其目的是解决当每个任务的数据分布在网络上时的MTL问题。虽然最近的一些研究[1,35,54,55]已经考虑了分布式MTL训练的问题，但是所提出的方法不考虑通信与计算的灵活性。后者是由于系统的容错性和容错性而导致的。[23]和[7]的工作允许异步更新来帮助减少偏差，但没有解决容错问题。此外，[23]没有提供收敛保证，并且[7]的收敛依赖于有界延迟假设，这对于联邦设置是不实际的，在联邦设置中，延迟可能是显著的，设备可能完全退出。最后，[30]提出了一种利用分布式框架COCOA[22，31]的方法和设置，我们在第4节中展示了这是本工作中更一般方法的一个特例。然而，文献[30]中的作者并没有探究联邦环境，他们认为在每个节点上本地完成相同数量的工作的假设在联邦环境中是禁止的，在联邦设置中，由于数据和系统的可变性，不平衡是常见的。

# 3        联合多任务学习

在联合学习中，目标是学习驻留在分布式节点上并由分布式节点生成的数据的模型。作为一个运行示例，考虑学习移动电话用户在蜂窝网络中的活动，这些活动是基于他们各自的传感器、文本或图像数据的。每个节点（phone）∈[m]可能通过不同的分布生成数据，因此很自然地将不同的模型{w1，…，wm}拟合到每个局部数据集的分布式数据中。然而，模型之间的结构经常存在（例如，人们在使用手机时可能表现出相似的行为），通过多任务学习对这些关系进行建模是提高性能和提高每个节点的有效样本量的自然策略[10,2,5]。在这一部分中，我们将为联邦环境提出一个通用的MTL框架，并提出一种新的方法MOCHA来处理联邦MTL的系统挑战。*米t*

3.1通用多任务学习设置

对于任意的任务向量，通过给定的任务向量机（rfo）学习模型（例如，对每一个任务节点的数据进行独立的权值损失）。许多MTL问题可以通过以下一般公式得到：**Xw公司***t*∈*d*×n*t米t*∈*d`t*
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式中：=[w1，…，wm]∈r一个矩阵，其第-th列为第-th个任务的权重向量。该矩阵描述了任务之间的关系，在学习任务模型的同时，也可以是先验的或估计的。MTL问题基于对R的假设而不同，R作为输入，在任务之间促进某种合适的结构。**WΩΩ***d*×米*tt*∈*米*×米

举个例子，一些流行的MTL方法假设任务是根据它们是否相关而形成集群的[14,21,57,58]。这可以通过以下双凸公式表示：

                                                       R（W，Ω）=λ1 tr**WΩW**![](data:image/gif;base64,R0lGODlhUgARAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAABSABEAgAAAAAAAAAKIRIwHy+0Po5x0qXer3rxn24XT8W1fyaAot6ZOAKexNbuUeucjQl81D2yUWsRKi5epKSG+IImpkxwTQt/P5pq+RNuIKkZS4Li4J1EcpAqBzzXXDd2dsC9lUQba6ePp5sk+h0HnRQbH0sWnZchnwpbWKKioyLL06DEY9WZkuVl1qAkaqjEpWipRAAA7)*,* （二）

常数为0，其中第二项对每个局部模型执行正则化。我们在第5节的实验中使用了类似的公式（14），并提供了其他常见的MTL模型的详细信息，这些模型可以通过附录B中的（1）进行公式化。*λ*1*,λ*2 *>我*2

3.2 MOCHA：联邦多任务学习框架

在联邦环境中，目标是直接在边缘训练统计模型，因此我们在假设数据{X1，…，Xm}分布在节点或设备上的同时求解（1）。在提出求解（1）的联邦方法之前，我们提出以下意见：*米*

•（1）不是联合凸在（1）是凸的，求解*观察1：一般来说，***WΩWΩ***和即使是在和同时可能很困难[5]。*

•*观察2：固定时***ΩW XΩ***，正在更新取决于这两个数据，分布在节点和结构上，这是中心已知的。*

•*观察3：固定时***WΩW X***，正在优化只取决于而不是数据.*

基于这些观察结果，很自然地提出了一种交替优化方法来解决问题（1），在每一次迭代中，我们固定一个或并在另一个迭代上进行优化，交替直到达到收敛。请注意，for的求解不依赖于数据，因此可以集中计算；因此，我们将此步骤的先前工作推迟到[58，21，57，16]。在附录B中，我们讨论了几种常见的MTL模型对Ω的更新。**WΩΩ**

在这项工作中，我们致力于发展一个有效的分布式优化方法。在传统的数据中心环境中，分布式训练是一个研究得很好的问题，最近人们提出了各种有效的通信框架，包括最先进的原始双COCOA框架[22,31]。尽管COCOA可以直接扩展为以分布式方式跨节点进行更新，但它不能处理联邦环境的独特系统挑战，如3.4节中讨论的离散器和容错。为此，我们扩展了COCOA并提出了一种新的联合多任务学习方法MOCHA。我们的方法在算法1中给出，并在第3.3和3.4节中详细描述。**W W W**
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1： 输入：数据来自=1，…，m个任务，存储在其中一个节点上，以及初始矩阵**XΩ***tt米*0

2： 起点α：=0∈R，：=0∈R（0）*n***五**（0）*b*

3： 对于迭代次数=0,1，。。。做*我*

4： 设置子问题参数和联合迭代次数，*σ*0 *您好!*

5： 迭代次数=0,1，····，你好*h*

6： 对于任务∈{1，2，…，m}在节点上并行执行吗*t米*

7： 调用局部解算器，返回局部子问题（4）的近似解∆*θthαt*

8： 更新局部变量α←+∆*tαtαt*

9： 返回更新∆vt:=Xt∆*αt*

10： 减小：←vt+∆vt**五***t*

11： 基于（）集中更新最新α**Ωw***α*

![](data:image/gif;base64,R0lGODlhEQKxAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAARArEAgAAAAAAAAAL/hI+pC8EPo5y02ouz3rz7D4biSJam6JzqyrbuC8fyTNdaauf6zvf+DwxucMKi8YhMKpc7IvMJjUqn1KCzis1qt9xu4uoNi8fk8gtsTqvX7LYB7Y7L53QkvI7P6/eqO/8PGCjI4DdoeIgYV5jI2OiotfgoOUlZFFmJmakJc7np+Qna0RlKWmqqMHqqurqZyvoK2+gaS1v7N2ubq6u42+sLiPsrPIwVTHyMrGSczNzss+wcLS0DPW19bVKNvc3Nod0NHi7xLV5u/naerj603u4+/h4vf0A+b//rWn+/n5nP/y/MH8CBugQSPBjLIMKFqhQyfBjKIcSJmiRSvDjJIsaN/4w0cvw4yCPIkXxEkjxZxyTKlW5UsnyZxiXMmWJk0ry5xSbOnVR08vz5xCc6oESFCG1QNOmPo/qUOsXA9KnUGlGnWuWU4ejVrVCzeuUKNtvXC03Dcq1qNu0HtGrb3hhroazbp2zn2p1Q965eQnAryN0LNC/gwUi7GiaMuDDZvon3Cm5s9zFkt5Inq61s2SzmzGA3c97q+bPV0KKlki7t9DTqpKpXE23t+ifs2Dtn075p+/bM3Lpf8u698jfwk8KHjyxu/CPy5BuXM7/o/PnE6NIfUq++8Dr2g9q3D+zu/R/48PvGk7dn/ry89OrfsW/f7j18dfLnn9Nqfzfj/HT38+VXit9/wfkn4GsEFijbgQjWpuCCuDXooH6HRWjghBQmaOGFDGao4YMcdijhYiDyFOCIEJVoIkN/pdgci5q5GNaKME4341k1gnbjVTLmiNCOPBLk448ABSkkP0QWec+RSM6j5JLxNOmkO1BGuc6UVKZj5ZVabslll15+CWaYYo5JZplmnolmmmquyWabbr4JZ5xyzklnnXbeiWeeeu7JZ59+/glooIIOSmihhh6KaKKKLspoo44+CmmkknITQKWWXopppppuymmnnn4Kaqiijkpqqaaeimqqqq7KaquuvgprrLLKCkABADs=)12： 中心节点根据最新的α13计算=w（）：返回：：=[w1，…，wm]**w w w***α*

3.3联合更新**W**

为了在联邦环境下进行更新，我们首先扩展分布式原始-对偶优化[22，31，30]的工作，以应用于广义多任务框架（1）。这包括推导适当的对偶公式、子问题和问题参数，如下所述。**W**

双重问题。考虑到子问题（1）的全局分布问题，可以更好地将子问题（1）分解为全局问题。让和**XΩ**：=Diag（X1，····，Xm）∈R。在固定的情况下，关于对偶变量α∈R定义的问题（1）的对偶由：*医学博士*×n*n*
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地点和R\*是和R的共轭对偶函数*`t*，分别是数据点的对偶变量（xit，yti）。注意R\*依赖于，但为了简单起见，我们在注释中删除了它。为了从这个全局对偶中导出分布式子问题，我们在正则化器R上做了如下描述的假设。**Ω**

假设1。给定∈RR R\***ΩMΩ毫米***，我们假设存在一个对称正定矩阵医学博士*×医学博士*，取决于，其中函数关于*−1个*. 请注意，这相当于假设相对于矩阵是平滑的.*

备注1。我们可以将MTL正则化器的形式改为R（w，Ω）=R（w，Ω）∈R：=Ω⊗Id×d∈R（2）为R（w，Ω）=¯¯*，其中***wΩwM***医学博士是一个包含和*¯*医学博士*×医学博士*. 例如，我们可以在*¯¯*tr公司*![](data:image/gif;base64,R0lGODlhXwARAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAABfABEAgAAAAAAAAAKYhGOpy43YopyUwvWq3rzze3hTJiqgA2RnBa6p6WJJQJfhWN+le8YzlttZZJsLDxWh9WK+Q1Np6qiKI2BzWI3qjL8sMdnyXVPiIJCsS2tIL5hWNk3+et8c03trfdvyKt2pN8f3xtI1+MI1hnRIeAhhxrgXyKf0CNlIyHSpdXnlaQNaSBWqRmqxWYrXZ8oq+tEKG+sqS1t7UQAAOw==)*. 用这种形式写正则化器，很明显它对于矩阵是强凸的*−1个=λ1Ω+λ2I¯*.*

数据局部二次子问题。为了跨分布式节点求解（1），我们定义了以下数据局部子问题，这些子问题是通过对对偶问题（3）的仔细二次近似而形成的，以分离节点间的计算。这些子问题寻找α中对应于单个节点的对偶变量∆∈Rto，并且只需要访问局部可用的数据，即节点的数据。第-个子问题由以下公式给出：*αtntt***十***ttt*
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在哪里，还有**Mmwwwv vvM型***t*正定对称矩阵的正对角块。给定对偶变量α，可以通过（）=∇R∇（X）找到对应的原始变量，其中（）是向量（）中的第-th个块。注意，计算（）需要向量=X。在每次迭代中，∈R的第-个块是节点之间必须传递的唯一信息。最后，0度量数据分区的难度，并帮助将子问题的进展与全局对偶问题联系起来。它可以很容易地根据许多感兴趣的应用程序进行选择；我们在附录的引理9中提供了详细信息。*d*×天*tααtαtαααttdσ*0 *>*

3.4实际考虑

在MOCHA的联合更新期间，中心节点需要所有工作线程在执行同步更新之前作出响应。在联邦环境中，由于节点的异构性，这种通信协议的幼稚执行可能会带来显著的离散效应。为了避免掉队，**W**

MOCHA为第-个节点提供了近似求解其子问题Gtσ（·）的灵活性，其中近似的质量由每个节点的参数控制。以下因素决定了第个节点对其子问题的解决方案的质量：*t*0*θtht*

1.   统计挑战，如**十***t*以及子问题的内在困难。

2.   系统挑战，例如由于硬件（CPU、内存）、网络连接（3G、4G、WiFi）和电源（电池电量），节点的存储、计算和通信能力。

3.   由中心节点规定接收更新的截止时间的全局时钟周期。

我们将其定义为这些因素的函数，并假设每个节点都有一个控制器，该控制器可能来自当前时钟周期和统计/系统设置范围从零到一，在哪里*θth*=0表示Gtσ（·）的精确解，=1表示节点在迭代过程中没有任何进展（我们称之为丢弃节点）。例如，如果一个节点的电池用完了，或者它的网络带宽在迭代过程中恶化了，因此它无法在当前时钟周期内返回更新，那么它可能会“掉线”。的正式定义见第4节第（5）款。0*θththhθth*

MOCHA通过允许第-th个节点定义自己的节点来减轻散乱者。在每次迭代中，节点在一个时钟周期内执行并发送的本地更新将产生一个特定的值。如第4节中所讨论的，MOCHA对于一小部分节点周期性地丢弃并且在适当的条件下不执行本地更新（即：=1）具有额外的鲁棒性，如假设2中所定义的那样。相比之下，COCOA以前的工作在联邦设置中可能会受到严重的离散效应的影响，因为它需要一个固定的=θ，同时仍然保持同步更新，并且它不允许丢弃节点（：=1）。*tθhθthθthθth跨所有节点和所有迭代θ*

最后，我们注意到，异步更新方案是一种缓解离散器的替代方法。在本文中，我们没有考虑这些方法，部分原因是与大多数异步方案相关的有界延迟假设限制了容错性。然而，在未来的工作中，进一步探索异步方法与基于近似的同步方法（如MOCHA）之间的区别和联系是很有意思的。

# 4        收敛性分析

MOCHA基于双凸交替方法，保证收敛到问题（1）的平稳解[17,45]。在这个问题与和共同凸的情况下，这样的解也是最优的。因此，在本节的其余部分中，我们将重点讨论在联邦环境下解决MOCHA更新的收敛性。根据第3.4节的讨论，我们首先介绍以下每节点、每轮近似参数。**WΩW**

定义1（每个节点每个迭代近似参数）。我们定义每个节点的迭代精度为：*ht*
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其中是子问题的最小值。我们允许这个值在

[0,1]，其中：=1表示节点在迭代时不更新子问题Gtσ。*θth*0 *th*

虽然（5）中灵活的每节点、每次迭代的近似参数允许考虑离散器和容错，但是这些额外的自由度在为MOCHA提供收敛保证方面也提出了新的挑战。我们提供了以下假设的保证。*θthθth*

假设2。设Hh：=（···，）Hh：=E[θth | Hh]：=P[θ=1]≤pmax 1Θˆ：=E[θ| H1]≤Θmax 1*α*（小时）*,α*（h−1）*,α*（一）*在迭代开始之前是双向量历史h、 并定义. 对于所有任务t和所有迭代h、 我们假设甲状旁腺素第<和高温第h,θ第<<.*

这个假设说明，在每次迭代中，节点发送结果的概率是非零的，并且返回结果的质量平均比前一次迭代的质量好。与[49，30]的假设相比，我们的假设限制性要小得多，并且可以更好地模拟联邦环境，其中节点是不可靠的，并且可能周期性地退出。

利用假设2，我们得到了如下定理：当（1）中的损失是光滑的时，MOCHA联邦更新在有限时间范围内的收敛性。*`t*

定理1。假设损耗（1/µ）∈（0,1]*`是的-平滑。那么，在假设1和2下，存在一个常数s对于任何给定的收敛目标*D*，选择这样的话*
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*会满足的*

这里，Θ：=+（1−pmax）Θmax<1。当定理1涉及到有限时域收敛时，可以得到渐近收敛的结果，即→∞，对离散器的假设比较温和；具体见附录中的推论8。¯*p*最大值*H*

当损失函数是非光滑的，例如支持向量机模型的铰链损失时，我们给出了-Lipschitz损失的次线性收敛性。*我*

定理2。如果损失起作用*`是的L-Lipschitz，那么存在一个常数σ、 定义于*（24），如果我们选择
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*具有,*
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这些定理保证了MOCHA将在联邦环境下收敛，前提是对离散器和节点能力的温和假设。虽然这些结果考虑了对偶收敛性，但我们证明了它们对对偶缺口的相似性。我们在附录C中提供了所有证据。

备注2。根据第3.4节的讨论，我们的方法和理论推广了[22，31]中的结果。在限制的情况下，所有的COCOA都以（1）中描述的多任务框架为基础。*θth相同，我们的结果推广了*

备注3。注意[22，31]中的方法有一个聚集参数∈（0,1]：=1*γ. 尽管我们证明了我们的结果γ、 我们通过设置γ，无论是理论上还是经验上，它都被证明具有最好的性能[31]。*

# 5        模拟

在这一部分中，我们验证了摩卡的实证表现。首先，我们介绍了一套真实联邦数据集的基准测试套件，并说明多任务学习非常适合处理联邦设置的统计挑战。接下来，我们将从统计和系统异构性两个方面展示MOCHA处理掉队者的能力。最后，我们探讨了MOCHA在器件周期性脱落时的性能。我们的代码在：github.com/gingsmith/fmtl.

5.1联合数据集

在我们的模拟中，我们使用在联邦设置中生成的几个真实世界数据集。我们在附录中提供了其他详细信息，包括有关数据大小的信息。*新台币*

•Google Glass（GLEAM）[3]：该数据集包括从38名佩戴谷歌眼镜的参与者身上收集的两小时高分辨率传感器数据，用于活动识别。在[41]之后，我们将原始加速度计、陀螺仪和磁强计数据特征化为180个统计、光谱和时间特征。我们将每个参与者建模为一个单独的任务，并预测饮食和其他活动（如散步、谈话、喝酒）之间的关系。

•人类活动识别[4]：从30个人收集的手机加速度计和陀螺仪数据，执行六种活动之一：{行走、上楼、下楼、坐、站、躺}。我们使用为每个实例生成的561个时频域变量的特征向量[3]。我们将每个个体作为一个单独的任务建模，并预测坐姿和其他活动之间的关系。

•车辆传感器[5]：从由23个传感器组成的分布式网络收集的声学、地震和红外传感器数据，其部署目的是对一段道路上行驶的车辆进行分类[13]。每个实例由50个声学特征和50个地震特征描述。我们将每个传感器建模为一个单独的任务，并预测AAV型和DW型车辆。

5.2联邦环境下的多任务学习

我们通过比较多任务模型与完全局部模型（即分别为每个任务学习一个模型）和一个完全全局模型（即组合来自所有任务的数据并学习一个单一模型）的错误率，来展示联邦环境下多任务学习的好处。到目前为止，关于联合学习的工作仅限于对完全全局模型的研究[25,36,26]。

我们使用集群正则化多任务模型[57]，如第3.1节所述。对于第5.1节中的每个数据集，我们将数据随机分成75%的训练和25%的测试，学习多任务、局部和全局支持向量机模型，选择最佳正则化参数∈{1e-5，1e-4，1e-3，1e-2，0.1，1，10}，对每个模型进行5次交叉验证。我们重复这一过程10次，并报告了10次试验的平均预测误差。*λ*

表1：平均预测误差：10次随机洗牌的平均值和标准误差。

|  |  |  |  |
| --- | --- | --- | --- |
| 模型 | 人类活动 | 谷歌眼镜 | 车辆传感器 |
| 全球的 | 2.23（0.30） | 5.34（0.26） | 13.4（0.26） |
| 本地 | 1.34（0.21） | 4.92（0.26） | 7.81（0.13） |
| MTL公司 | 0.46（0.11） | 2.02（0.15） | 6.59（0.21） |

在表1中，我们可以看到，对于每个数据集，多任务学习在实现任务平均误差最小方面显著优于其他模型。在[25，36，26]中提出的全球模型表现最差，尤其是对于人类活动和车辆传感器数据集。尽管数据集已经有点不平衡，但我们注意到全局建模方法可能有利于具有非常少量实例的任务，因为信息可以跨任务共享。出于这个原因，我们在附录的表4中进一步探讨了全局、局部和多任务建模对高度倾斜数据的性能。尽管在这种情况下，相对于局部建模，全局模型的性能稍有改善，但对于大多数数据集，全局模型的性能仍然最差，并且MTL仍然显著优于全局和局部方法。

5.3避免掉队

在联合学习中普遍存在的两个挑战是分散学习和高度交流。当设备的一个子集执行本地更新所需的时间比其他子集长得多时，可能会出现离散器，这可能是由统计或系统异构引起的。通信也会加剧性能差，因为在典型的蜂窝或无线网络中，通信比计算慢许多数量级[52、20、48、9、38]。在下面的实验中，我们通过跟踪操作和通信复杂性来模拟运行每种方法所需的时间，并将与计算相关的通信成本分别缩放一个、两个或三个数量级。这些数字大致对应于现代蜂窝和无线网络的时钟速率与网络带宽/延迟的关系（例如，参见[52]）。详情见附录E。
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图1:MOCHA在更新（1）时与其他分布式方法相比的性能。虽然增加通信往往会降低小批量方法的性能，但是MOCHA在高通信设置下表现良好。在所有情况下，具有不同近似值的摩卡咖啡比没有近似值的摩卡咖啡表现更好（即天真地概括可可），因为它避免了统计上的差异。**W**

统计异质性。我们探讨了统计异质性对不同通信方式和通信方式（3G、LTE、WiFi）下的离散性的影响。对于固定通信网络，我们将MOCHA与COCOA（单参数）和mini-batch随机梯度下降（Mb-SGD）和mini-batch随机双坐标上升（Mb-SDCA）进行比较，后者的通信灵活性因批次大小而异。我们对所有比较过的方法进行优化以获得最佳性能，如附录E中所述。在图1中，我们可以看到，虽然在高通信状态下，小批量方法的性能会下降，但是摩卡和可可对高通信是健壮的。然而，COCOA会受到离散器的显著影响，因为它在节点和轮次之间是固定的，困难的子问题会对收敛产生不利影响。相比之下，无论通信成本如何，MOCHA的性能都很好，并且对统计异构性是健壮的。*θθ*

系统异构性。MOCHA还可以处理来自不断变化的系统环境的异构性，如电池电量、内存或网络连接，如图2所示。特别是，我们通过随机选择MOCHA的本地迭代次数或mini-batch方法的小批量大小来模拟系统的异构性，对于高可变性环境，在最小本地数据点数量的10%到100%之间，对于低可变性，在90%到100%之间（详见附录E）。我们不会改变可可的表现，因为单是统计异质性的影响就显著降低了可可的性能。然而，添加系统异构性会进一步降低性能，因为只有在引入额外的系统挑战时，所有节点的最大值才会增加。*θ*

|  |
| --- |
|  |
|  |  |

5.4对脱落节点的容忍度2 **车辆传感器：系统异构性（低）车辆传感器：系统异构性（高）**2

最后，我们探讨了节点丢弃对MOCHA性能的影响。我们没有与其他方法进行比较，就我们所知，没有其他方法可以直接解决分布式多任务学习的容错问题。在摩卡，我们通过允许：=1来合并此设置，如第4节理论上所述。在图3中，我们观察MOCHA的性能，无论是对于一个固定的更新，还是运行整个MOCHA方法，当节点在每次迭代（假设2中）下降的概率增加时。我们看到MOCHA的性能对于相对较高的值是健壮的，这两个值都是在*θth***W W W***phtpht*以及它如何影响整个方法的性能。然而，正如直觉所暗示的那样，如果其中一个节点从不发送更新（即，对于所有节点*h*，绿色虚线），该方法无法收敛到正确的解。这为我们的假设2提供了验证。

图2:MOCHA可以处理来自系统异构性的可变性。
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图3:MOCHA的性能对于节点周期性地退出（容错）是健壮的。

# 6        讨论

为了解决新兴的联邦学习环境在统计和系统方面的挑战，我们提出了MOCHA，一个新的联邦多任务学习系统感知优化框架。我们的方法和理论首次考虑了联邦环境下多任务学习的高通信成本、离散和容错问题。虽然MOCHA不适用于当前形式的非凸深度学习模型，但我们注意到，在核心化联邦多任务学习的背景下，这种方法与“凸化”深度学习模型[6,34,51,56]之间可能存在天然的联系。
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