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# 摘要
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# 1         介绍

移动电话、可穿戴设备和自动驾驶车辆只是现代分布式网络中每天产生大量数据的一小部分。由于这些设备的计算能力不断增长，再加上对传输私人信息的担忧，在本地存储数据并将网络计算推向边缘越来越有吸引力。

边缘计算并不是一个新概念。事实上，在分布式、低功耗设备上计算简单查询是一个长达数十年的研究领域，在传感器网络的查询处理、边缘计算和雾计算[12,29,40,49,74]的范围内进行了探索。最近的研究还考虑集中训练机器学习模型，但在本地服务和存储它们；例如，这是移动用户建模和个性化的常用方法[60，90]。

然而，随着分布式网络中设备的存储和计算能力的增长，可以在每个设备上利用增强的本地资源。这引起了人们对联合学习的兴趣[75]，它探索直接在远程设备上训练统计模型[1]。正如我们在本文中讨论的，在这样的环境中学习与传统的分布式环境有很大的不同
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图1：联合学习在手机下一个单词预测任务中的应用示例。为了保护文本数据的隐私性并减轻网络压力，我们寻求以分布式方式训练预测器，而不是将原始数据发送到中央服务器。在此设置中，远程设备定期与中央服务器通信以了解全局模型。在每一轮通信中，所选电话的一个子集对其非相同分布的用户数据进行本地训练，并将这些本地更新发送到服务器。合并更新后，服务器将新的全局模型发送回另一个设备子集。这个迭代训练过程在整个网络中继续进行，直到达到收敛或满足某个停止准则为止。

在隐私、大规模机器学习和分布式优化等领域取得了根本性进展，并在不同领域的交叉点提出了新问题，如机器学习和系统[91]。

联合学习方法已被主要服务提供商部署[11，124]，并在支持隐私敏感应用程序方面发挥着关键作用，其中培训数据分布在边缘[例如，5,46,51,89,105,127,139]。潜在应用的例子包括：学习情绪、语义位置或移动电话用户的活动；适应自动驾驶车辆中的行人行为；预测可穿戴设备引发的心脏病等健康事件[6,52,84]。下面我们将讨论联合学习的几种典型应用：

•通过在大量手机中联合学习用户行为，统计模型可以为下一个单词预测、人脸检测和语音识别等应用提供动力[46，89]。然而，为了保护个人隐私或节省有限的带宽/电池电量，用户可能不愿意共享数据。联合学习有可能在智能手机上启用预测功能，而不会减少用户体验或泄露私人信息。图1描述了一个这样的应用程序，其中我们的目标是根据用户的历史文本数据在大规模移动电话网络中学习下一个单词预测器[46]。*智能手机。*

•在联合学习的背景下，组织或机构也可以被视为“设备”。例如，医院是一个组织，它包含大量用于预测医疗保健的患者数据。然而，当地医院可能会面临严格的隐私限制。对于这些应用程序来说，联合学习是一个很有前途的解决方案[52]，因为它可以减轻网络压力，并在各种设备/组织之间实现私有学习。*组织。*

•现代物联网网络，如可穿戴设备、自主车辆或智能家居，可能包含大量传感器，允许它们实时收集、响应和适应传入数据。例如，自动驾驶车辆的车队可能需要交通、建筑或行人行为的最新模型才能安全运行。然而，由于数据的私有性质和每个设备的有限连接性，在这些场景中构建聚合模型可能很困难。联合学习方法可以帮助训练模型，有效地适应这些系统中的变化，同时维护用户隐私[84，98]。*物联网。*

## 1.1        问题表述

规范的联合学习问题涉及到从存储在数千万甚至数百万个远程设备上的数据学习单个全局统计模型。我们的目标是在设备生成的数据被本地存储和处理的约束下学习这个模型，而只有中间更新被周期性地与中央服务器通信。特别是，目标通常是最小化以下目标函数：

*米*

最小F（），其中F（）：=∑（）。（一）*wwpkFk公司ww*

*k*=1

这里，m是设备总数，pk≥0和∑k pk=1，Fk是kth装置的局部目标函数。局部目标函数通常被定义为对局部数据的经验风险，即Fk fjk（；xjk，yjk），其中nk是本地可用的样本数。用户定义的术语pk指定每个设备的相对影响，有两个自然设置为pk或pk，其中n=∑k nk是样本总数。我们将在整篇文章中引用问题（1），但是，正如下面讨论的，我们注意到其他目标或建模方法可能是适当的，这取决于感兴趣的应用。*w*=*n*1 =*nnk*

## 1.2        核心挑战

接下来，我们将描述与解决（1）中提出的分布式优化问题相关的四个核心挑战。这些挑战使得联邦环境有别于其他经典问题，如数据中心环境中的分布式学习或传统的私有数据分析。

**沟通挑战：1。**通信是联邦网络中的一个关键瓶颈，再加上发送原始数据的隐私问题，使得在每个设备上生成的数据保持本地。事实上，联邦网络可能由大量的设备组成，例如数百万的智能手机，网络中的通信速度可能比本地计算慢许多数量级[50115]。为了使模型与联邦网络中的设备生成的数据相匹配，因此有必要开发通信效率高的方法，在训练过程中反复发送小消息或模型更新，而不是通过网络发送整个数据集。为了进一步减少这种情况下的通信，需要考虑两个关键方面：（i）减少通信轮的总数，或者（ii）减少每轮发送的消息的大小。

**挑战2：系统异构性。**由于硬件（CPU、内存）、网络连接（3G、4G、5G、wifi）和电源（电池电量）的变化，联邦网络中每个设备的存储、计算和通信能力可能有所不同。另外，每个设备上的网络大小和与系统相关的约束通常只导致一小部分设备同时处于活动状态，例如，百万个设备网络中有数百个活动设备[11]。每个设备也可能是不可靠的，并且由于连接或能量限制，活动设备在给定迭代中退出的情况并不少见。

这些系统级特性极大地加剧了诸如分散器缓解和容错等挑战。因此，开发和分析的联邦学习方法必须：（i）预期低参与量，（ii）容忍异构硬件，以及（iii）对网络中丢弃的设备具有鲁棒性。

**挑战3：统计异质性。**设备经常在网络上以非同一分布的方式生成和收集数据，例如，移动电话用户在下一个单词预测任务的上下文中使用了不同的语言。此外，跨设备的数据点的数量可能显著变化，并且可能存在一个底层结构，其捕获设备之间的关系及其相关分布。这种独立的概率分析方法，可能会增加分布式模型的复杂度。事实上，尽管（1）的规范化联合学习问题旨在学习单个全局模型，但也存在其他选择，例如通过多任务学习框架同时学习不同的局部模型[cf.106]。在这方面，元学习和联合学习有着密切的联系。多任务和元学习视角都支持个性化或特定于设备的建模，这通常是处理数据统计异构性的更自然的方法。

**隐私挑战：4。**最后，隐私通常是联合学习应用程序中的一个主要问题。联邦学习通过共享模型更新（例如梯度信息）而不是原始数据，朝着保护每个设备上生成的数据迈出了一步[17，31，33]。然而，在整个训练过程中进行模型更新的通信仍然会向第三方或中央服务器泄露敏感信息[76]。虽然最近的方法旨在使用诸如安全多方计算或差分隐私等工具来增强联合学习的隐私性，但这些方法通常以降低模型性能或系统效率为代价来提供隐私。在理论上和实践上，理解和平衡这些权衡是实现私有联合学习系统的一个相当大的挑战。

本文的其余部分组织如下。在第2节中，我们介绍了以前和现在的工作，这些工作旨在解决联合学习的四个已讨论的挑战。在第三部分，我们概述了未来研究的几个有希望的方向。

# 2         现状调查及相关工作

乍一看，联合学习的挑战类似于隐私、大规模机器学习和分布式优化等领域的经典问题。例如，在机器学习、优化和信号处理领域，已经提出了许多方法来解决昂贵的通信问题。然而，这些方法通常无法完全处理联邦网络的规模，更不用说系统和统计异构性的挑战了。类似地，虽然隐私是许多机器学习应用程序的一个重要方面，但是由于数据的统计变化，联邦学习的隐私保护方法可能很难严格断言，由于每个设备和潜在的大规模网络上的系统限制，实现起来可能更加困难。在本节中，我们将更详细地探讨第1节中提出的挑战，包括对经典结果的讨论，以及更近期专门关注联合学习的工作。
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图2：左：分布式（小批量）SGD。每个设备k本地计算从一个小批量数据点到大约∇（）的梯度，并在服务器上应用聚合的小批量更新。右：本地更新方案。每个设备在计算完本地更新（例如，渐变）后立即应用它们，并且服务器在可变数量的本地更新之后执行全局聚合。*Fk公司w*

本地更新方案可以通过在本地执行额外的工作来减少通信。

## 2.1        沟通效率

通信是开发联邦网络方法时要考虑的一个关键瓶颈。虽然本文不在本文的讨论范围之内，但我们指出了几个基本方向，我们将这些方法分为（1）局部更新方法，（2）压缩方案，和（3）分散训练。

### 2.1.1       本地更新

小批量优化方法涉及到扩展经典随机方法来同时处理多个数据点，已成为数据中心环境中分布式机器学习的流行范例[28,88,96,102,103]。然而，在实践中，它们已经被证明在适应通信计算权衡方面的灵活性有限，这将最大限度地利用分布式数据处理[107108]。作为回应，最近提出了几种方法来提高分布式环境中的通信效率，允许在每个通信轮并行地在每台机器上应用可变数量的本地更新，使得计算量与通信量大体上更加灵活。对于凸目标，分布式局部更新原对偶方法已成为解决此类问题的一种流行方法[54,62,72,107,128]。这些方法利用对偶结构有效地将全局目标分解为子问题，这些子问题可以在每个通信轮并行解决。此外，还提出了几种分布式局部更新原始方法，这些方法具有适用于非凸目标的额外好处[93，136]。在实际应用中，这些方法极大地提高了性能，并且在实际数据中心环境中，与传统的小批量方法或分布式方法（如ADMM[14]）相比，可以实现数量级的加速。我们在图2中提供了本地更新方法的直观说明。

在联邦设置中，允许灵活的本地更新和低客户端参与的优化方法已成为事实上的解决方案[65,75,106]。联邦学习最常用的方法是联邦平均（FedAvg）[75]，这是一种基于原始问题的局部随机梯度下降（SGD）更新的平均方法。FedAvg已经被证明在经验上工作得很好，特别是对于非凸问题，但是没有收敛保证，并且在实际环境中，当数据是异构的时，可能会出现分歧[65]。我们将在第2.3.2节中更详细地讨论处理这种统计异质性的方法。
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图3：集中式与分散式拓扑。在典型的联邦学习设置中，作为本文的重点，我们假设一个星形网络（左），其中服务器与所有远程设备连接。当与服务器的通信成为瓶颈时，分散拓扑（右）是一种潜在的替代方案。

### 2.1.2       压缩方案

虽然局部更新方法可以减少通信轮的总数，但是稀疏化、子抽样和量化等模型压缩方案可以显著地减少每轮通信的消息大小。在以前的数据中心环境中的分布式培训文献中，这些方法已经在经验和理论上得到了广泛的研究；我们将读者推迟到[119135]进行更全面的回顾。在联邦环境中，设备的低参与度、非均匀分布的本地数据和本地更新方案对这些模型压缩方法提出了新的挑战。例如，经典分布式学习[101]中常用的错误补偿技术不能直接扩展到联邦设置，因为如果不经常对设备进行采样，本地累积的错误可能是过时的。然而，有几项工作在联邦环境下提供了实用的策略，例如强制更新模型为稀疏低秩；使用结构化随机旋转执行量化[59]；使用有损压缩和丢失来减少服务器到设备的通信[15]；以及应用Golomb无损编码[99]。从理论的角度来看，虽然先前的工作已经探索了在存在非均匀分布数据的情况下，通过低精度训练的收敛保证[例如，111]，但所做的假设没有考虑到联邦环境的共同特征，如低设备参与度或局部更新优化方法。

### 2.1.3       分散式培训

在联邦学习中，星形网络（中央服务器连接到设备网络，如图3的左面板所示）是主要的通信拓扑；因此，本文将重点讨论星形网络设置。然而，我们简要地讨论了作为一种潜在的替代方案的分散拓扑（其中设备只与相邻设备通信，如图3的右面板）。在数据中心环境中，在低带宽或高延迟的网络上运行时，分散式培训比集中式培训快；我们让读者参考[47，67]进行更全面的回顾。类似地，在联邦学习中，分散算法理论上可以降低中央服务器上的高通信成本。最近的一些工作[47，61]研究了具有局部更新方案的异构数据的分散训练。然而，它们要么局限于线性模型[47]，要么假设设备完全参与[61]。最后，还提出了分层通信模式[68，70]，以进一步减轻中央服务器的负担，首先利用边缘服务器聚合来自边缘设备的更新，然后依赖云服务器来聚合来自边缘服务器的更新。虽然这是减少通信的一种有希望的方法，但它并不适用于所有网络，因为这种类型的物理层次结构可能不存在或事先已知。
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图4：联合学习中的系统异构性。设备在网络连接、电源和硬件方面可能有所不同。此外，在训练过程中，有些设备可能随时掉落。因此，联合训练方法必须能够容忍异构系统环境和设备的低参与度，也就是说，它们必须只允许一小部分设备在每轮中处于活动状态。

## 2.2        系统异构性

在联邦设置中，由于设备在硬件、网络连接性和电池电量方面可能有所不同，所以整个网络的系统特性存在显著差异。如图4所示，这些系统特性使得诸如离散器之类的问题比在典型的数据中心环境中更为普遍。我们大致将处理系统异构性的几个关键方向分为：

（i） 异步通信，（ii）有源器件采样，（ii）容错。如第2.1.3节所述，我们在下面的讨论中假设一个星形拓扑。

### 2.2.1       异步通信

在传统的数据中心环境中，同步和异步方案都被用来并行化迭代优化算法，每种方法各有利弊。同步方案很简单，可以保证一个串行等效的计算模型，但是在器件变化的情况下，它们也更容易受到离散器的影响。在异构环境中，特别是在共享内存系统中，异步方案是一种很有吸引力的方法来减少离散器[27,30,48,92,141]。然而，它们通常依赖于有界延迟假设来控制过时程度，对于设备k，这取决于自从设备k从中央服务器拉出来之后已经更新的其他设备的数量。虽然异步参数服务器在分布式数据中心（例如27、48、141）中已经取得了成功，但在联邦设置中，传统的有界延迟假设可能是不现实的，在联邦设置中，延迟可能是小时到几天，或者完全没有限制。

### 2.2.2       主动采样

在联合网络中，通常只有一小部分设备参加每一轮训练。然而，绝大多数联邦方法，例如在[11，47，65，75，106]中描述的方法是被动的，因为它们不旨在影响哪些设备参与。另一种方法是在每一轮中积极选择参与的设备。例如，Nishio和Yonetani[83]基于系统资源探索新的设备采样策略，目的是让服务器在预定义的时间窗口内尽可能多地聚合设备更新。同样，Kang等人。[57]在设计激励机制以鼓励具有高质量数据的设备参与学习过程时，考虑到每个设备上产生的系统开销。然而，这些方法假设了网络系统特性的静态模型；如何扩展这些方法来处理计算和通信延迟中的实时、设备特定的波动仍然是个未知数。此外，虽然这些方法主要关注系统的可变性以执行主动采样，但我们注意到，基于

基本统计结构。

### 2.2.3       容错

容错已经在系统界得到了广泛的研究，并且是经典分布式系统的一个基本考虑因素[19，71，110]。最近的研究还专门针对数据中心环境中的机器学习工作负载研究了容错性[例如，87112]。然而，当通过远程设备学习时，容错变得更为关键，因为在给定的训练迭代完成之前，一些参与设备在某个点退出是很常见的[11]。一种实际的策略是简单地忽略此类设备故障[11]，如果故障设备具有特定的数据特征，则可能会在设备采样方案中引入偏差。例如，由于网络连接不良，来自远程区域的设备可能更容易掉线，因此经过训练的联邦模型将偏向于具有良好网络条件的设备。理论上，虽然最近的一些研究工作已经研究了联邦学习方法变体的收敛保证[56，123，131，132]，但很少有分析允许低参与度[例如，65，106]，或直接研究掉落设备的影响。

*编码计算*是通过引入算法冗余来容忍设备故障的另一种选择。最近的研究探索了使用代码来加速分布式机器学习训练[例如，20,21,63,94,109]。例如，在存在离散器的情况下，梯度编码及其变体[20，21，109]在计算节点之间仔细地复制数据块（以及对这些数据块的梯度计算），以获得准确或不精确的真实梯度恢复。虽然这对于联邦环境来说似乎是一种很有前途的方法，但是这些方法在联邦网络中面临着根本的挑战，因为由于隐私限制和网络规模，跨设备共享数据/复制通常是不可行的。

## 2.3        统计异质性

当从不同设备间不完全相同分布的数据训练联邦模型时，无论是在数据建模方面（如图5所示），还是在分析相关训练过程的收敛行为方面，都会出现挑战。我们将在下面这些方向讨论相关工作。

### 2.3.1       异构数据建模

在机器学习方面，有大量的文献通过元学习[114]和多任务学习[18，37]等方法对统计异质性进行了建模；这些思想最近被扩展到联邦环境[24，26，35，58，106，138]。例如，MOCHA[106]，一个为联邦环境设计的优化框架，可以通过学习每个设备的独立但相关的模型，同时通过多任务学习利用共享表示来实现个性化。该方法对所考虑的目标具有可证明的理论收敛性保证，但其能力有限
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（a） 学习每个设备的个性化模型；不要向同行学习。
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（b） 学习全球模式；向同行学习。
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（c） 学习每个设备的个性化模型；向同行学习。

图5：联邦网络中的不同建模方法。根据所关注的数据、网络和应用程序的属性，可以选择（a）为每个设备学习单独的模型，（b）将单个全局模型应用于所有设备，或（c）学习网络中相关但不同的模型。

可扩展到大规模网络，且仅限于凸目标。另一种方法[26]将星型拓扑建模为贝叶斯网络，并在学习过程中进行变分推理。虽然这种方法可以处理非凸模型，但推广到大型联邦网络的代价很高。Khodak等人。[58]可证明的元学习使用多任务信息（每个任务对应于一个设备）的任务内学习率，并证明了比普通FedAvg更好的经验性能。Eichner等人。[35]研究多元解决方案（在全局模型和设备特定模型之间进行自适应选择），以解决联合训练期间数据样本中的循环模式。赵等。[138]在集中训练一些共享代理数据的全局模型后，运行FedAvg，探索个性化传输学习。尽管最近取得了这些进展，关键的挑战仍然是如何在联邦环境中为异构建模提供健壮、可伸缩和自动化的方法。

在为联邦数据建模时，考虑超出准确性的问题也很重要，比如公平性。具体而言，天真地求解如（1）中的聚合损失函数可能隐含地对一些设备有利或不利，因为所学习的模型可能偏向于具有较大数据量的设备，或者（如果对设备进行相等的加权）偏向于常见的设备组。最近的工作提出了改进的建模方法，旨在减少模型性能在设备间的差异。一些启发式算法只是根据本地丢失执行不同数量的本地更新[52]。其他更具原则性的方法包括不可知论联合学习[80]，它通过极大极小优化方案，为客户分布的混合形成的任何目标分布优化集中式模型。Li等人采用了另一种更为普遍的方法。[66]提出了一个称为q-FFL的目标，在该目标中，具有较高损耗的设备被赋予更高的相对权重，以鼓励在最终精度分布中减少方差。除了公平问题之外，我们还注意到，诸如联合学习中的责任性和可解释性等方面也值得探讨，但由于网络的规模和异构性，可能会面临挑战。

### 2.3.2       非IID数据的收敛保证

统计异质性在分析联邦环境下的收敛行为方面也提出了新的挑战，即使在学习单个全局模型时也是如此。事实上，当数据在网络中不同的设备之间分布不同时，FedAvg等方法在实践中已经被证明是不同的[65，75]。并行SGD和相关变体使本地更新类似于FedAvg，已在I.I.D.设置中进行了分析[68、93、104、108、120、121、122、125、136、140]。然而，结果依赖于这样一个前提：每个局部解算器都是同一随机过程的副本（由于I.I.D.假设），

在典型的联邦设置中则不是这样。为了了解FedAvg在统计异构环境中的性能，FedProx[65]最近被提出。FedProx对FedAvg方法做了一个小的修改，以确保收敛性，无论是在理论上还是在实践中。DAVOX也可以被解释为实际系统的一个泛化版本。其他几项研究[56，123，131，132]也探讨了在存在具有不同假设的异构数据时的收敛保证，例如凸性[123]或一致有界梯度[131]。也有一些启发式方法旨在解决统计上的异构性，通过共享本地设备数据或一些服务器端代理数据[52，55，138]。然而，这些方法可能是不切实际的：除了对网络带宽施加负担之外，向服务器发送本地数据[55]违反了联邦学习的关键隐私假设，并且向所有设备发送全局共享的代理数据[52，138]需要努力仔细生成或收集此类辅助数据。

## 2.4        隐私

隐私问题常常促使人们需要将原始数据保存在联邦设置中的本地设备上。然而，在培训过程中共享其他信息（如模型更新）也可能泄露敏感的用户信息[8,17,39,78]。例如，卡里尼等人。[17] 证明可以从一个训练了用户语言数据的递归神经网络中提取敏感的文本模式，例如特定的信用卡号码。鉴于人们对隐私保护学习方法的兴趣越来越大，在第2.4.1节中，我们首先简要回顾了在一般（分布式）机器学习环境中增强隐私性的先前工作。然后，我们将在第2.4.2节中回顾最近专门为联邦设置设计的隐私保护方法。

### 2.4.1       机器学习中的隐私

隐私保护学习已经被机器学习[例如，76]、系统[例如，4,11]和理论[例如，38,69]社区广泛研究。我们将简要回顾三种主要策略，包括用差分隐私通信噪声数据草图、同态加密操作加密数据、安全函数评估或多方计算。

在这些不同的隐私方法中，差分隐私[32，33，34]由于其强大的信息理论保证、算法简单性和相对较小的系统开销而得到最广泛的应用。简单地说，如果一个输入元素的改变不会导致输出分布的太大差异，那么随机机制是有差别的私有的；这意味着我们无法得出在学习过程中是否使用特定样本的结论。这种样本级隐私可以在许多学习任务中实现[2,7,22,53,85,86]。对于基于梯度的学习方法，一种流行的方法是通过在每次迭代中随机扰动中间输出来应用差分隐私权[例如，2,7,126]。在应用扰动之前，例如，通过高斯噪声[2]、拉普拉斯噪声[77]或二项式噪声[3]，通常需要剪裁梯度，以限制每个示例对整体更新的影响。在差异隐私和模型精度之间存在一种内在的权衡，因为添加更多的噪声会导致更大的隐私，但可能会严重损害准确性。尽管差分隐私是机器学习中隐私的事实度量标准，但还有许多其他隐私定义，例如k-匿名性[36]、δ-存在性[81]和距离相关性[117]，它们可能适用于不同的学习问题[118]。
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（a） 联合学习无需额外的隐私保护（b）全局隐私，其中可信（c）本地隐私，其中中央服务器机制。假定为服务器。可能是恶意的。

图6：一轮联合学习中不同隐私增强机制的说明。M表示用于私有化数据的随机机制。使用全局隐私（b），模型更新对除单个受信任方（中央服务器）以外的所有第三方都是私有的。使用本地隐私（c），单个模型更新也对服务器是私有的。

除了差分隐私外，同态加密还可以通过对加密数据的计算来保护学习过程，尽管它目前已应用于有限的设置中，例如训练线性模型[82]或仅涉及少数实体[133]。当敏感数据集分布在不同的数据所有者之间时，另一个自然的选择是通过安全函数评估（SFE）或安全多方计算（SMC）来执行隐私保护学习。由此产生的协议可以使多方协作计算商定的函数，而不泄漏任何一方的输入信息，除了可以从输出推断出的信息之外[例如，23、43、95]。因此，虽然SMC不能保证防止信息泄漏，但它可以与差分隐私相结合，以实现更强的隐私保障。然而，这些方法可能不适用于大规模的机器学习场景，因为它们会增加大量的通信和计算成本。此外，SMC协议需要为目标学习算法中的每个操作仔细设计和实现[25，79]。我们将感兴趣的读者推迟到[13，97]来更全面地回顾基于同态加密和SMC的方法。

### 2.4.2       联合学习中的隐私

联邦设置对现有的隐私保护算法提出了新的挑战。除了提供严格的隐私保障外，还需要开发计算成本低、通信效率高、能够容忍掉落设备的方法，而不必过度损害精度。虽然联邦学习中有各种隐私定义[8,17,41,64,76,113]，但通常可以将它们分为两类：全局隐私和本地隐私。如图6所示，全局隐私要求每轮生成的模型更新对除中央服务器之外的所有不受信任的第三方是私有的，而本地隐私进一步要求更新也是对服务器私有的。

当前旨在提高联合学习的隐私性的工作通常建立在以前的经典密码协议之上，如SMC[10,42]和差分隐私[3,8,41,76]。Bonawitz等人。[10] 引入SMC协议来保护单个模型更新。中央服务器无法看到任何本地更新，但仍然可以观察到每轮的确切聚合结果。SMC是一种无损的方法，可以在很高的隐私保证下保持原始的准确性。然而，由此产生的方法产生了显著的额外通信开销。其他著作[41，76]将差异隐私应用于联合学习，并提供全局差异隐私。尽管如此，仍需谨慎选择一些有助于降低超调精度的自适应策略。在需要更强隐私保障的情况下，Bhowmick等人。[8] 通过限制潜在对手的力量，引入一种放松的本地隐私。它提供了比全局隐私更强的隐私保证，并且比严格的本地隐私具有更好的模型性能。Li等人。[64]在元学习的背景下提出了局部差异私有算法，该算法可以应用于个性化的联合学习，同时在凸环境下也提供了可证明的学习保证。此外，差分隐私可以与模型压缩技术相结合，减少通信，同时获得隐私利益[3]。

# 3         未来方向

联合学习是一个活跃和持续的研究领域。虽然最近的工作已经开始解决第2节中讨论的挑战，但仍有一些关键的开放方向有待探讨。在本节中，我们简要概述了一些围绕前面讨论的挑战（昂贵的通信、系统异构性、统计异构性和隐私问题）的有前途的研究方向，并介绍了与联邦环境下的产品化和基准测试等问题有关的其他挑战。

•在联合学习中，需要多少沟通还有待观察。事实上，众所周知，机器学习的优化方法可以容忍缺乏精度；这个错误事实上有助于泛化[129]。虽然人们在传统的数据中心环境中探索了一次或分而治之的通信方案[73，137]，但在大规模或统计异构网络中，这些方法的行为并没有得到很好的理解。类似地，最近有人提出了一次/几次试探法[44，45，134]，但还没有从理论上进行分析或大规模评估。**极端通信方案。**

•我们讨论了在联合训练中减少通信的几种方法，例如本地更新和模型压缩。为了创建一个现实的联合学习系统，了解这些技术是如何相互结合的，并且系统地分析每种方法在准确性和交流性之间的权衡是很重要的。特别是，最有用的技术将证明在帕累托前沿的改进，在相同的通信预算下，实现比任何其他方法都更高的精度，并且理想情况下，在广泛的通信/精度配置文件中。为了有效的神经网络推理[例如，9]，已经进行了类似的综合分析，为了以有意义的方式比较用于联邦学习的通信简化技术，有必要进行这种分析。**通讯减少和帕累托前沿。**

• As discussed in Section 2.2.1, two communication schemes most commonly studied in distributed optimization are bulk synchronous approaches and asynchronous approaches (where it is assumed that the delay is bounded). These schemes are more realistic in data center settings—where worker nodes are typically dedicated to the workload, i.e., they are ready to &apos;pull&apos; their next job from the central node immediately after they &apos;push&apos; the results of their previous job. In contrast, in federated networks, each device is often undedicated to the task at hand and most devices are not active on any given iteration. Therefore, it is worth studying the effects of this more realistic device-centric communication scheme—in which each device can decide when to &apos;wake up&apos; and interact with the central server in an event-triggered manner.**Novel models of asynchrony.**

• Recent works have aimed to quantify statistical heterogeneity through metrics such as local dissimilarity (as defined in the context of federated learning in [65] and used for other purposes in works such as [100, 116, 130]) and earth mover&apos;s distance [138]. However, these metrics cannot be easily calculated over the federated network before training occurs. The importance of these metrics motivates the following open questions: (i) Do simple diagnostics exist to quickly determine the level of heterogeneity in federated networks a priori? (ii) Can analogous diagnostics be developed to quantify the amount of systems-related heterogeneity? (iii) Can current or new definitions of heterogeneity be exploited to further improve the convergence of federated optimization methods?**Heterogeneity diagnostics.**

• The definitions of privacy outlined in Section 2.4.2 cover privacy at a local or global level with respect to all devices in the network. However, in practice, it may be necessary to define privacy on a more granular level, as privacy constraints may differ across devices or even across data points on a single device. For instance, Li et al. [64] recently proposed sample-specific (as opposed to user-specific) privacy guarantees, thus providing a weaker form of privacy in exchange for more accurate models. Developing methods to handle mixed (device-specific or sample-specific) privacy restrictions is an interesting and ongoing direction of future work.**Granular privacy constraints.**

• It is important to note that the methods discussed thus far have been developed with the task of supervised learning in mind, i.e., they assume that labels exist for all of the data in the federated network. In practice, much of the data generated in realistic federated networks may be unlabeled or weakly labeled. Furthermore, the problem at hand may not be to fit a model to data as presented in (1), but instead to perform some exploratory data analysis, determine aggregate statistics, or run a more complex task such as reinforcement learning. Tackling problems beyond supervised learning in federated networks will likely require addressing similar challenges of scalability, heterogeneity, and privacy.**Beyond supervised learning.**

• Beyond the major challenges discussed in this article, there are a number of practical concerns that arise when running federated learning in production. In particular, issues such as concept drift (when the underlying data-generation model changes over time); diurnal variations (when the devices exhibit different behavior at different times of the day or**Productionizing federated learning.**

week) [35]; and cold start problems (when new devices enter the network) must be handled with care. We defer the readers to [11], which discusses some of the practical systems-related issues that exist in production federated learning systems.

• Finally, as federated learning is a nascent field, we are at a pivotal time to shape the developments made in this area and ensure that they are grounded in real-world settings, assumptions, and datasets. It is critical for the broader research communities to further build upon existing implementations and benchmarking tools, such as LEAF [16] and TensorFlow Federated [1], to facilitate both the reproducibility of empirical results and the dissemination of new solutions for federated learning.**Benchmarks.**

# 4         Conclusion

In this article, we have provided an overview of federated learning, a learning paradigm where statistical models are trained at the edge in distributed networks. We have discussed the unique properties and associated challenges of federated learning compared with traditional distributed data center computing and classical privacy-preserving learning. We provided an extensive survey on classical results as well as more recent work specifically focused on federated settings. Finally, we have outlined out a handful of open problems worth future research effort. Providing solutions to these problems will require interdisciplinary effort from a broad set of research communities.
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