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*摘要*-新兴技术和应用，包括物联网（IoT）、社交网络和众包在网络边缘产生大量数据。机器学习模型通常是根据收集到的数据建立起来的，以便能够检测、分类和预测未来的事件。由于带宽、存储和隐私问题，将所有数据发送到集中位置通常是不切实际的。在本文中，我们考虑从分布在多个边缘节点的数据中学习模型参数的问题，而不需要将原始数据发送到一个集中的地方。我们的重点是使用基于梯度下降的方法训练的一类通用机器学习模型。从理论上分析了分布式梯度下降算法的收敛界，并在此基础上提出了一种在给定资源预算下，在局部更新和全局参数聚合之间进行最佳折衷以使损失函数最小化的控制算法。通过对实际数据集的大量实验，在网络化原型系统和更大规模的仿真环境中对该算法的性能进行了评估。实验结果表明，在不同的机器学习模型和不同的数据分布下，我们提出的方法性能接近最优。

*索引术语*-分布式机器学习、联合学习、移动边缘计算、无线网络

一、 简介

物联网（IoT）和社交网络应用的快速发展导致网络边缘产生的数据呈指数级增长。据预测，在不久的将来，数据生成速率将超过当今互联网的容量[2]。由于网络带宽和数据隐私问题，将所有数据发送到远程云是不切实际的，而且通常是不必要的。因此，研究机构估计超过90%的数据将在本地存储和处理[3]。全球协调的本地数据存储和处理成为可能
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这项工作的初步版本名为“当边缘满足学习：资源受限分布式机器学习的自适应控制”在IEEE INFOCOM 2018上提出[1]。
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图1：系统架构。

移动边缘计算技术（MEC）[4]，[5]，其中边缘节点，如传感器、家庭网关、微型服务器和小型单元，具有存储和计算能力。多个边缘节点与远程云协同工作以执行大规模的分布式任务，这些任务涉及本地处理和远程协调/执行。

为了分析大量的数据并获得有用的信息，以便对未来事件进行检测、分类和预测，通常采用机器学习技术。机器学习的定义非常广泛，从线性回归的简单数据摘要到支持向量机（SVM）和深层神经网络的多类分类[6]，[7]。后者近年来在图像分类等复杂任务中表现出了很好的性能。机器学习的一个关键因素是使用大量数据学习（训练）模型的能力。随着新应用程序生成的数据量不断增加，以及越来越多的应用程序成为数据驱动的，可以预见机器学习任务将成为未来分布式MEC系统的主要工作负载。然而，在资源受限的MEC系统上进行分布式机器学习是一个挑战。

在本文中，我们探讨如何有效地利用有限的计算和通讯资源，以达到最佳的学习效果。我们考虑一个典型的边缘计算架构，其中边缘节点通过网络元素（如网关和路由器）与远程云互连，如图1所示。在多个边缘节点收集和存储原始数据，并根据分布式数据训练机器学习模型，而不需要将原始数据从节点发送到中心位置。这种来自边缘节点联合体的分布式机器学习（模型训练）被称为联合学习[8]–[10]。

我们主要研究基于梯度下降的联邦学习算法，这些算法普遍适用于各种机器学习模型。学习过程包括局部更新步骤，每个边缘节点通过梯度下降来调整（局部）模型参数，以最小化在其自身数据集上定义的损失函数。它还包括全局聚合步骤，其中在不同边缘节点获得的模型参数被发送到聚合器，聚合器是可以在远程云、网络元素或边缘节点上运行的逻辑组件。聚合器聚合这些参数（例如，通过取加权平均值），并将更新后的参数发送回边缘节点，以进行下一轮迭代。全局聚合的频率是可配置的；可以以一个或多个本地更新的间隔进行聚合。每个局部更新消耗边缘节点的计算资源，每个全局聚集消耗网络的通信资源。消耗的资源量可能会随时间而变化，并且全局聚集频率、模型训练精度和资源消耗之间存在复杂的关系。

我们提出了一种算法来确定全局聚集的频率，以便最有效地利用可用资源。这一点很重要，因为机器学习模型的训练通常是资源密集型的，学习任务的非优化操作可能会浪费大量的资源。本文的主要贡献如下：

1） 我们从理论上分析了基于梯度下降的联合学习的收敛界，得到了一个新的收敛界，它包含了节点间的非独立和同分布（noni.i.d.）数据分布和两个全局聚合之间任意数量的局部更新。

2） 利用上述理论收敛界，我们提出了一种学习数据分布、系统动力学和模型特性的控制算法，并在此基础上实时动态调整全局聚合的频率，以使学习损失最小化。

3） 我们通过在硬件原型和模拟环境中使用真实数据集的大量实验来评估所提控制算法的性能，这证实了我们提出的方法对于不同的数据分布、不同的机器学习模型和，以及具有不同数量边缘节点的系统配置。

二。相关工作

现有的关于MEC的工作主要集中在通用应用程序上，针对应用程序卸载[11]、[12]、工作负载调度[13]、[14]和由用户移动性触发的服务迁移[15]、[16]提出了解决方案。然而，它们并没有解决机器学习应用中通信、计算和训练精度之间的关系，这对于优化机器学习任务的性能非常重要。

联邦学习的概念最早是在[9]中提出的，它通过对各种数据集的实验证明了它的有效性。在对比了文献[17]中的同步和异步分布式梯度下降方法的基础上，文[9]提出联合学习应该采用同步方法，因为它比异步方法更有效。[9]中的方法使用固定的全局聚集频率。它不能提供理论上的收敛保证，实验也不是在网络环境下进行的。最近，对最初的联合学习提案进行了一些扩展。例如，在[18]中提出了一种安全的全局聚合机制。在[19]，[20]中提出了压缩在一个全局聚合步骤内交换的信息的方法。在[21]中研究了调整标准梯度下降程序以获得更好的联邦设置性能。[22]研究了联合学习的参与者（客户）选择。文献[23]提出了一种在非i.i.d.数据分布下与其他节点共享少量数据以提高学习性能的方法。这些研究没有考虑全局聚集频率的适应性，因此它们与本文的工作是正交的。据我们所知，在资源受限的情况下，全局聚合频率对联合学习的适应性在文献中还没有被研究过。

与联合学习相关的一个领域是通过使用工作机和参数服务器在数据中心进行分布式机器学习[24]。数据中心环境与边缘计算环境的主要区别在于，在数据中心中，通常使用共享存储。工作机本身不保存持久性数据存储，它们在学习过程开始时从共享存储中获取数据。因此，不同工作者获得的数据样本通常是独立的，且分布相同（i.i.d.）。在联邦学习中，数据直接在边缘采集并持久存储在边缘节点上，因此不同边缘节点上的数据分布通常是非i.i.d.在本文的工作中，在[25]中针对数据中心设置研究了考虑运行时间的同步频率优化问题。它没有考虑非i.i.d.数据分布的特征，这在联合学习中是必不可少的。

文献[26]研究了不同地理位置的多个数据中心的分布式机器学习，提出了一种基于阈值的方法来减少不同数据中心之间的通信。虽然[26]中的工作涉及到根据资源考虑调整同步频率，但它关注点对点连接的数据中心，这不同于非对等的联邦学习体系结构。它还允许数据中心节点之间的异步，这在联邦学习中不是这样。另外，文献[26]中的方法是根据经验设计的，没有考虑具体的理论目标，也没有考虑除通信资源受限外，计算资源约束在MEC系统中也很重要。

从理论上看，文献[27]-[29]给出了分布梯度下降算法收敛的界，在全局聚集前只允许局部更新一步。在[30]，[31]中，分散梯度下降法允许部分全局聚集，其中在每个局部更新步骤之后，参数聚集在非空的节点子集上执行，这不适用于我们的联邦学习设置，在某些局部更新步骤之后根本没有聚集。在[26]中导出的边界中，可以在聚合之前进行多个本地更新，但是本地更新的数量根据阈值过程而变化，不能指定为给定常量。与我们的工作同时，在[32]，[33]中导出了全局聚合步骤之间具有固定数量的本地更新的边界。然而，在[32]中的界限只适用于i.i.d.数据分布；在[33]中的界限独立于数据集的不同程度，这是低效的，因为它没有捕捉到这样一个事实：对i.i.d.数据的培训可能比对非i.i.d.数据的培训更快地收敛。适用于机器学习应用的分布式优化的相关研究还包括[34]–[36]，其中使用单独的解算器来解决局部问题。[34]-[36]的主要关注点是通信和优化之间的权衡，其中没有研究解决本地问题的复杂性（例如需要的本地更新的数量）。此外，现有的许多研究都是显式或隐式地假设i.i.d.数据分布在不同的节点上，这在联合学习中是不合适的。据我们所知，在联邦学习环境下，分布式梯度下降的收敛界既能捕获不同（可能是非i.i.d.分布）数据集的特征，又能在两个全局聚合步骤之间获得给定数量的局部更新步骤，这在文献中还没有被研究过。

与上述研究不同，本文正式讨论了MEC系统中，在给定资源预算的情况下，动态确定全局聚合频率以优化学习的问题。这是一个非常重要的问题，因为每个学习步骤和之前的学习步骤之间存在复杂的依赖关系，很难通过分析来捕捉。由于不同节点的非i.i.d.数据分布，数据分布事先未知，数据集之间可能具有不同程度的相似性，以及系统的实时动态性，这也是一个挑战。我们提出了一种适用于实时系统动力学的理论分析和算法。

在下一节中，我们将从总结联合学习的基础知识开始。在第四节中，我们描述了我们的问题公式。第五节和第六节分别介绍了收敛性分析和控制算法。实验结果见第七节，结论见第八节。

三、 序言和定义

*A、 损失函数*

机器学习模型包括一组基于训练数据学习的参数。训练数据样本通常由两部分组成。一个是作为机器学习模型输入的向量（例如图像的像素）；另一个是模型期望输出的标量（例如图像的标签）。为了便于学习，每个模型在每个数据样本的参数向量上都定义了一个损失函数。损失函数捕捉模型对训练数据的误差，模型学习过程是在一组训练数据样本上最小化损失函数。对于每个数据样本*j***xw公司***jyj公司j*

表一：常用机器学习模型的损失函数

|  |  |
| --- | --- |
| 模型 | 损失函数（w，xj，yj）（，（w））*f福建* |
| 平方支持向量机 | 是常数。） |
| 线性回归 | **wx公司**T*j*k2 |
| 聚类 | 式中，[w（1）T（2）T]T**栈单***,,...* |
| 卷积神经网络 | 线性交叉熵[7]和级联线性熵 |

*j*，我们将损耗函数定义为（w，xj，yj），简写为（w）[1]。*f福建*

表I[6]、[7]、[37]总结了常用机器学习模型的损失函数示例[2]。为了方便起见，本文假设所有向量都是列向量，并用以表示的转置。我们用“，”表示“定义为等于”，用k·k表示L2范数。假设我们有具有本地数据集D1，D2，…，Di，…，DN的边缘节点。对于节点上的每个数据集Di，此节点上收集数据样本的损失函数为**二十**T*N我*

![](data:image/gif;base64,R0lGODlhiwAkAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAACLACQAgAAAAAAAAAL/hI+py+0Po5y02guDxrz7DxpBSJamOZ7qyjppC8frK402cOfyftL1hjukNESeUcjxRYAP5bF1szAp04YTuokia9btREutSoOK68JnJj9DxWQvgf52wbL2JS33nhFZMhO/hgPIICYilDVE80JHOKS3pzNYIrlXBud1lRYnWOlm+KlGKSgKCrrZx/eYMVqBFxn0ythIooRo5rRYZlOFC6tmRFp6yYdoaSe8+QtCShms7PoIjeGsR1RIRavqlsvVkbvIu3T3PCwe2K1Y2+SZej5Tjry+ukrtPi+Sjp1Rb88GT94o1qhr/dYkawfJ16uC57hh0sYw4j1UEit++NapHj+LKkecAdnIsZU5ZYQAkgyJspuwlCwXdmLZUptDmDSj+VpZEyXInE9k3WtRAAA7)*.* （一）

我们定义| Di |，其中|··|*Di公司*表示集合的大小，以及。假设Di∩Di0=∅对于6=i0，我们将所有分布式数据集的全局损失函数定义为*我*

![](data:image/gif;base64,R0lGODlh8wAjAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAADzACMAgAAAAAAAAAL/hI+py+0Po5y0WhRSvrz7/2yACJbm6YgkyrZfkMXjCLuSrKy2he/+f2vogIeaZ8ibyXpFovOJQUJzJemttqSplJUsIzu0NqcTI/krpIgjZqpmHcWkU+Vz0J5rj/dbAxyix7d3Nyg3h4fyRyRFgrWxokhnA4kUGYLIhul36Pe4YCnZoheG9VnkyDSjieaTysrm6VblAvnlunmKu0oYFKahCvyq60vzm8hCKWwq51UIBGdZC+hsqFw9KdrIKZtbjHh7bQwsRjz+K01t3QEqXt2DvtnXHYjObsV+/QivnrfbzkEqE7xIyQTx+ocGjBl5Cc+ZC5cK37pDW951yaQL4LKD5E3ATaQir5y/jf2C8TuCsM4wcSHTSIzn8GS4kZ3AaOFiM+MOaP3q6dPJKB1NJwyHPonIkmRHLqGKrnyaVFZLqFNNNQPh9KHWqlwNdpsGA6lGm2Rxmi2L9qzatB57rX3LFq7cuDlNAkWVsq7RM3r37txmJJDfwYShtI0q1PDFw4VNXMX0ki+PGIIjN87nT5HlEzz3XT428/O3bYV0bL48SvRQzSlVv2jtekpQkvRia4xjexXr0Lm7FOwtWR1P4Co7EccjdlysxMeVnW5+kZnLjc8JC4Yu+9I07NwbV2fePbz48YgKAAA7)*.* （二）

注意，（w）不需要在多个节点之间共享信息而直接计算。*F不能*

*B。学习问题*

学习问题是最小化（w），即找到*F*

**w**∗, 阿格明夫（w）。（三）

由于大多数机器学习模型固有的复杂性，通常不可能找到（3）的闭式解。因此，（3）常采用梯度下降法求解。

*C。分布梯度下降*

我们提出了一个求解（3）的典型分布式梯度下降算法，该算法在最先进的联邦学习系统（如[9]）中得到了广泛的应用。每个节点都有其局部模型参数（t），其中=0,1,2，。。。表示迭代索引。当=0时，所有节点的局部参数初始化为相同的值。对于0，（t）的新值根据局部损失函数的梯度下降更新规则，基于上一次迭代−1中的参数值计算。对每个节点的局部损失函数（在局部数据集上定义）的这种梯度下降步骤称为局部更新。在一个或多个之后*我***栈单***我tt我t>我t*

|  |  |  |
| --- | --- | --- |
| 操作： | **A**局部迭代 | **B**全局聚合 |
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图2：节点处（t）和（t）值的图示。**栈单***我*e*我我*
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输入：，*τT*

输出：最终模型参数**w**f

1                        将（0）和（0）初始化为相同的值；**万维网**f*我*e*我我*

2                        对于=1,2，…，T do*t*

3                        对于每个节点，使用（4）计算局部更新；*我并联*

4                        如果那样的话*t是的整数倍τ*

5                        ![](data:image/gif;base64,R0lGODlhUAFZAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAABQAVkAgAAAAAAAAAL/hI+py+0Po5y02ouz3rz7FHziSJbmiaYqFq7uC8fyTDttjef6zut3DwwKh8THr4hMKpeqI/MJjUpt06r1unRit9zuS+sNi8caMPmMToPU7Lba7I7Lo/C5/T6s4/f8mr4PGJjyJ1ho2EF4qLg4kcj4CLkWOUlJVXmJCeCYyYm32Qka9xlKmjaqWZrqdXqq6trD+io7FTtry1R7q1uUu+sL1PsrnBM8bCxTfKy8krzsbNL8LP0RPW1dxnKtTZ297Y190frtXT1uvlB+rm6Qvn7e7j4OH0/eTX+PGo6PP78/3e/vGcCAywYSPGbw4LCECn8xbLjrIcRbEifOqmjxFcaMhKo2cizl8WOokCI7kSyZ6STKS+JWCnQZsCVMZTJnGqtpUxjOnL528tTl86etoEJlES3q6ijSVCqXCmrqFBDUqHymUvVk72rSrFqZcu1KyipYUV/HmixrNiXatCzXsqUk9q3cuXQLBriLN6/evXz7+v0LOLDgwYQLGz6MOLHixYwbO/ZbAAA7)设为ei（t）←w（t），其中（t）在（5）中定义；**栈单***我*

//全局聚合

6                        更新←∈{f（t）（w）；**WWW**f阿格明*,*}*F*

7                        其他的

8                        全部设为ei（t）←wi（t）；//无全局聚合**w***我*

本地更新，则通过

聚合器将每个节点的局部参数更新为所有节点参数的加权平均值。我们定义每个迭代都包含一个本地更新步骤，该步骤后面可能有一个全局聚合步骤。

全局聚合后，每个节点的局部参数t通常会发生变化。为了方便起见，我们使用ei（t）来表示可能的全局聚集后节点处的参数。如果在迭代中没有进行聚合，我们有ei（t）=wi（t）。如果在迭代时进行聚合，则通常ei（t）6=wi（t），我们设置（t）=w（t），其中（t）是下文（5）中定义的（t）的加权平均值。这些定义的示例如图2所示。**wwwwwww***我我我tt*e*我我*

每次迭代中的局部更新是在上一次迭代中可能的全局聚合之后对参数执行的。对于每个节点，更新规则如下：*我*

**w***我*（t） =w（t−1）−η∇Fi（w（t−1））（4），其中0是步长。对于任何迭代（可能包括也可能不包括全局聚合步骤），我们定义e*我*e*我η >t*
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如果在迭代过程中进行全局聚合，那么这个全局模型参数（t）只对系统中的节点可见，但是我们为所有节点定义了它以便于以后的分析。**w***tt*

我们定义系统在每两个全局聚合之间的每个节点执行局部更新步骤。我们定义为每个节点的局部迭代总数。为了便于表达，我们在理论分析中假设是的整数倍，当我们在第VI-B节讨论实际问题时，这一点将被放宽。分布式梯度下降的逻辑在算法1中给出，它忽略了与聚集器和边缘节点之间的通信有关的方面。这些方面将在后面的第VI-B节中讨论。*τTTτ*

从算法1得到的最终模型参数是在整个算法执行过程中，每次全局聚集后产生最小全局损失的参数。我们使用而不是（T），以符合将在中介绍的理论收敛边界**万维网**ff

表二：主要符号汇总
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|  |  |
| --- | --- |
| *F*（w） | 全局损失函数 |
| *金融机构*（w） | 节点局部损失函数*我* |
| *t* | 迭代索引 |
| **w***我*（吨） | 迭代中节点处的局部模型参数*我t* |
| **w**（吨） | 迭代中的全局模型参数*t* |
| **w**f | 在学习过程结束时获得最终模型参数 |
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两个全局聚合之间的本地更新步骤数

每个节点上的本地更新步骤总数

全局聚合步骤总数，等于*T/τ*

)资源类型总数（第个资源类型）在一个本地更新步骤中类型资源的第个类型资源消耗的总预算*米米米*

在一个全局聚合步骤中消耗类型资源*米*

（w）（∀i）和（w）的Lipschitz参数*金融机构F*

（w）（∀i）和（w）的平滑度参数*金融机构F*

梯度散度

（11）中定义的函数，模型参数之间的间隙

|  |  |
| --- | --- |
|  | 从分布和集中的梯度下降中获得 |
| *ϕ* | 引理2中定义的常数，控制参数 |
| *G*(τ) | （18）控制目标中定义的功能 |
| *τ*∗ | 最小化（τ）得到的最优值*τG* |
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在实践中，我们已经看到和（T）通常是相同的，但是使用在保证收敛性方面提供了理论上的严格性，因此我们在本文中使用。注意，算法1第6行中的（w）是根据（2）以分布式方式计算的；详细信息将在后面介绍。**WWW**fff*F*

算法1的基本原理是当=1时，即当我们在每个局部更新步骤之后进行全局聚合时，分布式梯度下降（忽略通信方面）相当于集中式梯度下降，后者假设所有的数据样本都在一个集中的位置可用，并且可以直接观察到全局损失函数及其梯度。这是由于梯度算子的线性。由于篇幅限制，请参阅我们的在线技术报告[38，附录A]和[39]，了解有关这方面的详细讨论。*τ*

表二总结了本文的主要符号。

四、 问题表述

当大量数据（通常是训练精确模型所需的）分布在大量节点上时，联邦学习过程会消耗大量的资源。这里“资源”的概念是通用的，可以包括与计算和通信相关的时间、能量、货币成本等。为了不积压系统并保持较低的运行成本，人们常常不得不限制用于学习每个模型的资源量。在计算和通信资源不如数据中心丰富的边缘计算环境中，这一点尤为重要。

因此，一个自然的问题就是如何有效地利用一定数量的资源，使模型训练的损失函数最小化。对于上面提出的基于梯度下降的分布式学习方法，问题的范围缩小到确定和的最优值，从而使全局损失函数在给定的资源约束下最小化。*Tτ*

我们用来表示迭代中全局聚合的总数。因为我们之前假设是*KTTτ*，我们有。我们定义

**w**f,                阿格明F（w）。（六）

**w**∈{w（kτ）：k=0,1,2，…，k}

很容易验证这个定义是否与算法1中的定义等价。**w**f

为了计算（6）中的（w），每个节点首先计算（w）并将结果发送给聚合器，然后聚合器根据（2）计算（w）。在第k个聚集节点（τ）之后（因为在第k个聚集节点上计算τ-or）将被发送回第k个聚集节点（τ-or）。为了计算最后一个损失值（w（Kτ））=F（w（T）），最后进行了一轮局部和全局更新。我们假设在每个节点，局部更新消耗相同的资源量，不管是只计算局部损失（在最后一轮中）还是同时计算局部损失和梯度（在所有其他轮中），因为损失和梯度计算通常基于相同的中间结果。例如，用于计算神经网络中梯度的反向传播方法需要一个前向传播过程，该过程本质上是将损失作为中间步骤[7]。*F我金融机构F***w***k金融机构我FF*

我们考虑不同类型的资源。例如，一种资源可以是时间，另一种资源可以是能量，第三种资源可以是通信带宽等等。对于每一个∈{1,2，…，M}，我们定义所有节点上的每个局部更新步骤消耗单位类型资源，每个全局聚合步骤消耗单位类型资源，其中≥0和≥0都是有限实数。对于给定和，消耗类型资源的总量为（T+1）cm+（K+1）bm，其中额外的“+1”用于计算（w（Kτ）），如上所述。*米米厘米米bm公司米厘米bm公司Tτ米F*

表示资源类型的总预算。我们寻求以下问题的解决方案：*林吉特米*
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为了求解（7），我们需要找出和（从而）如何影响根据最终模型参数计算的损失函数（wf）。一般不可能找到一个与（wf）相关的精确解析表达式，因为它取决于梯度下降的收敛性（只有上下界已知[40]），以及全局聚集频率对收敛性的影响。此外，资源消耗和在实践中可能是时变的，这使得问题比（7）更具挑战性。*τKTF***w**f*τKF厘米bm公司*

在第五节中，我们分析了分布式梯度下降算法（算法1）的收敛界，然后利用该界近似求解（7），提出了一种自适应选择最优值并在第六节中达到接近最优资源利用率的控制算法。*τT*
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图3：不同间隔的定义说明。

五、 收敛性分析

在这一节中，我们分析了算法1的收敛性，得到了（wf）−F（w∗）的上界。为了便于分析，我们首先介绍一些符号。*F*

*A、 定义*

我们可以将迭代划分为不同的间隔，如图3所示，每个间隔中只有第一次和最后一次迭代包含全局聚合。我们使用速记符号[k]来表示迭代间隔[3][（k−1）τ，kτ]，对于=1,2，…，k。*TKk*

对于每个区间[k]，我们使用（t）来表示一个辅助参数向量，它遵循一个集中梯度下降，根据**五**[克]

**vv型**[克]（t） =v[k]（t−1）−η∇F（v[k]（t−1））（8），其中（t）仅定义为给定的∈[（k−1）τ，kτ]。该更新规则基于全局损失函数（w），该函数仅当所有数据样本在中心位置可用时才可观测（因此我们称之为集中式梯度下降），而（4）中的迭代基于局部损失函数（w）。[克]*tkF金融机构*

我们定义（t）与（t）在每个间隔[k]开始时“同步”，即（（k−1）τ），（（k−1）τ），其中（t）**大众汽车**[克][克]是（5）中定义的局部参数的平均值。请注意，我们还有

因为全局聚集（或初始化当=1时）是在迭代（k−1）τ中执行的。*我k*

通过以上定义，我们可以通过两步的方法找到算法1的收敛界。第一步是找出（kτ）和（kτ）之间的差距，即在没有全局聚集的局部更新步骤后，分布梯度下降和集中梯度下降之间的差异。第二步是在每个区间[k]内将此间隙与（t）的收敛界相结合，得到（t）的收敛界。**wvvw公司**[克]*kτ*[克]

为了分析的目的，我们对损失函数作了如下假设。

假设1。我们假设如下*一：*

*（一）金融机构*（w）*是凸的*

*（二）金融机构*（w） kFi（w）−Fi（w0）k≤ρkw−w0k*是ρ-Lipschitz，即。，对于任何人***栈单***,*0

*（三）金融机构*（w） k∇Fi（w）–∇Fi（w0）k≤βkw−w0k*是β-平滑，即。，对于任何人***栈单***,*0

假设1适用于平方支持向量机和线性回归（见表1）。第七节将介绍的实验结果表明，对于损失函数不满足假设1的模型（如神经网络），我们的控制算法也能很好地工作。

引理1。（w）*F是凸的，ρ-Lipschitz，和β-平滑。*

*证据。*直接从假设1，定义（w）和三角不等式。*F*![](data:image/gif;base64,R0lGODlhCQAKAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAJAAoAgAAAAAAAAAIQjI+gC8brXgty1vgw0xD5AgA7)

我们还定义了以下度量来捕获局部损失函数的梯度和全局损失函数的梯度之间的分歧。这种差异与数据在不同节点上的分布方式有关。

定义1。（梯度散度）对于任何k∇Fi（w）–∇F（w）k*我和***w***，我们定义δi作为，即。，*
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*我们还定义*

*B、 主要成果*

下面的定理给出了区间[k]内（t）与（t）之差的上界。**wv公司**[克]*t*

定理1。对于任何区间[k]∈[k]*和t，我们有*
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（十一）

*对于任何人十*=0,1,2，。。。*.*

*此外，作为F*（·）（w（t））−F（v[k]（t））≤ρh（t−（k−1）τ）*是ρ-Lipschitz，我们有F.*

*证据。*我们首先得到每个节点的上界*我*得到最终结果。详见我们的在线技术报告[38，附录B]。![](data:image/gif;base64,R0lGODlhCQAKAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAJAAoAgAAAAAAAAAIQjI+gC8brXgty1vgw0xD5AgA7)

注意，我们总是有0和0，否则梯度下降过程或损失函数变得微不足道。因此，我们得到（ηβ+1）x≥ηβx+1，对于=0,1,2，。。。由于伯努利不等式。将其代入（11）中，证明了（x）≥0。*η >β >十h*

很容易看出（0）=h（1）=0。因此，当=（k−1）τ时，即在区间[k]的开始处，（10）中的上界为零。这与（（k−1）τ）=w（（k−1）τ）的定义一致。当=（k−1）τ+1（即间隔[k]中的第二次迭代），（10）中的上界也是零。这与第III-C节末尾的讨论一致，表明当在全局聚集之后只执行一次局部更新时，分布式梯度下降和集中梯度下降之间没有差距。如果[k]为[1]且[k]为[1]，则∈1。因此，（10）中的上界对于=1变得精确。*ht***五**[克]*ktτttτ*

对于1，=t−（k−1）的值可以更大。当较大时，（11）中的（ηβ+1）x的指数项占优势，（t）与（t）之间的间隙随着∈[k]而呈指数增大。我们还注意到（x）与梯度散度成正比（见（11）），这是直观的，因为局部梯度与全局梯度（对于同一参数）的差异越大，间隙就越大。这种差距是由于在每个全局聚集之后的第二次局部更新开始的不同节点的局部梯度的差异造成的。在极端情况下，当所有节点具有完全相同的数据样本（因此具有相同的局部损失函数），梯度将始终相同且=0，在这种情况下（t）和（t）始终相等。*τ >十十***wvwwv公司**[克]*tthδδ*[克]

定理1给出了每个迭代区间[k]的分布梯度下降和集中梯度下降之间的差的上界，假设集中梯度下降中的（t）与每个[k]开始时的（t）同步。基于这个结果，我们首先得到以下引理。**大众汽车**[克]

引理2。当满足以下所有条件时：
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*（二）*

*3） 对所有人k*

*（四）*
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*算法1之后T迭代由*
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*证据。*我们首先分析每个区间内的收敛性[k] 一。然后，我们将这个结果与定理1中的（w（t））和（v[k]（t））之间的差距相结合，得到最终的结果。详见我们的在线技术报告[38，附录C]。*FF*![](data:image/gif;base64,R0lGODlhCQAKAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAJAAoAgAAAAAAAAAIQjI+gC8brXgty1vgw0xD5AgA7)

我们得到了下面的定理。

定理2。什么时候？*η*≤*β*1 *，我们有*
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*证据。*引理2中的条件1总是满足的，因为这个定理中的条件≤β1。*η*

当（τ）=0时，我们可以选择任意小（但大于零），从而满足引理2中的条件2–4。我们看到（12）和（13）的右边在这种情况下是相等的（当（τ）=0时），并且（13）中的结果直接来自引理2，因为（wf）−F（w∗）≤F（w（T））−F（w∗）。*ρhερhF***w**f

我们在下面考虑（τ）>0。考虑（12）的右边，让*ρh*
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求解，我们得到*ε*0
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其中负解被忽略，因为引理2中为0。由于（15）中的0，（14）的分母大于0，因此引理2中的条件2满足任何≥ε0的条件*ε >ε*0 *>ε*，我们注意到随着*ε*当（τ）>0时。*ρh*

假设引理2中存在满足条件3和4，则引理2中的所有条件都满足。应用引理2并考虑（14），我们得到*ε > ε*0
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这与引理2中的条件4相矛盾。因此，引理2中不存在同时满足条件3和4的条件。这意味着1）k*ε > ε*0
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因此
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根据定理1，（w（kτ））≤F（v[k]（kτ））+ρh（τ）。结合（16），我们得到*Fk*
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我们可以回忆一下，Kτ。利用（6）和（15），我们得到了（13）中的结果。*T*![](data:image/gif;base64,R0lGODlhCQAKAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAJAAoAgAAAAAAAAAIQjI+gC8brXgty1vgw0xD5AgA7)

我们注意到（13）中的边界对数据如何分布在不同的节点没有限制。不同数据分布的影响通过梯度散度来捕捉，该散度包含在（τ）中。从（11）中很容易看出（τ）是非负的，非递减的，并且与之成正比。因此，正如人们直观地期望的那样，对于给定的本地更新步骤总数，当且更大时，最优性差距（即（wf）−F（w∗））变得更大。对于给定的和，最优性差距越大，越小。当=1时，我们有（τ）=0，并且最优性差距收敛到零，作为→∞。当1时，我们有（τ）>0，从（13）可以看出，在这种情况下，只保证收敛到非零的最优性间隙为→∞。这意味着当我们对所有类型的资源（即→∞，∀m）有无限的预算时，在每一步的局部更新之后，设置=1并执行全局聚合总是最优的。但是，当资源预算有限时，在有限的迭代次数后训练将终止，因此的值是有限的。在这种情况下，执行全局聚合的频率越低越好，这样就可以将更多的资源用于本地更新，我们将在本文后面介绍。*δhhτδTFτδτδTτhTτ >hT林吉特τ林吉特米T*

六、 控制算法

在本节中，我们提出了一个近似求解（7）的算法。我们首先假设资源消耗和（∀m）已知，然后求解和的值。然后，我们考虑实际情况，其中，和其他一些参数是未知的，并且可能随时间变化，我们提出了一个控制算法，估计参数和动态调整的值，实时。*厘米bm公司τT厘米bm公司τ*

*A、 近似解（7）*

我们假设选择足够小以至于≤β1，并使用（13）中的上界作为（wf）−F（w∗）的近似值。因为对于给定的全局损失函数（w），其最小值（w∗）是一个常数，所以（7）中的（wf）的最小化等价于最小化（wf）−F（w∗）。利用这个近似值并重新排列（7）中的不等式约束，我们可以将（7）重写为*ηηFFFFF*
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s、 t。

哪里。

很容易看出，（17）中的目标函数随着而减小，因此它也随着=Kτ而减小。在那里-*TKT*
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（17）中的目标函数，产生
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我们可以把（近似）最优定义为*τ*

*τ*∗=argmin G（τ）（十九）

*τ*∈{1,2,3，…}

从中我们可以直接得到（近似）最优

*K*和（大约）

最优的。

命题1。什么时候，我们limR→∞=1，最小Rm最小*τ*∗*，其中R*最小*.*

*证据。*因为→∞⇐⇒Rm→∞，∀m⇐⇒*R*最小

*R米*0       →∞，∀m，我们有limmin→∞max0=*Rm c公司米Rτ米*+*τb米*
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表示法，我们考虑连续值≥1。我们有*τ*
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其中第一个不等式来自对数函数的下界[41]。我们也有

![](data:image/gif;base64,R0lGODlhIAFpAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAgAWkAgAAAAAAAAAL/hI+py+0Po5y02psC3hzq/QEhMnZeUJrqynpRWpVw64JGOh+5tdP+D9RlRERH6DjSKIvBG+Z46TWn1J+UKRRdsSjdlvZ1QhUyrPkZrqrB0aybNIQ71eFPVxv3Lueq+/pP15MzZubHl0cnQbgoBJNG9gYo6bPXMJhXWXY4eUXohmMVOTlq4gn5Ispk+NjS+bmgidi2SVo7eyZ7+nroZyjpqrqbyspAbHtMC1ucKZokVyu15BhpXKMsRgQVy5Mdmsw9OCMdjA03nihTfQuU7vVA3OuNq647YYes2Po+NX1zXx8jV59huLgZxCfMHcIOoBSKe/JMXz6G9BbOwzeu0kQ9/92MvDo3RKM9ch1TmbNhcZ+pS8jU9SsY0tw/EkhuvVRkzFfKa4wAKsvYDahQG0A3bbsWzBQfnUVlsfxpKShSSEOrSm16UuTSqSZ/SWVI04UzmEc33nzYp+IfpRd3QnyGQtDHeWMDbjXKlYNaQP/Y4nGLalmaWEriabWrU+DbvIDvBi7FNyGbRBD9Crx0GLLergrBclI8md3mzD6/Wd6MeqPnyKVXkHa9TzPdYl0Hc358AiyS12kb+/YXNXaMmSUpLwYp+ttvi09pO4+ZbK81m6SkL5eXYce0uGdOV6lGHCZs5dcxBmccERN67AdBUyrP/Ha/xEbCkw9NlKRo6/Ah8/+mTVpzX33XX4EGnoefVwcuiJBt792XHIMS9sefLRVOiGETF36WYYcefghiiCKOSGKJJp6IIlUqpdjhhiBqByGL1zHiShnM5CReIwMRlqOMM6oXIy9wleLiQXX5WJ4nd9Cnnyr01HTehpYViSQYbE0J2pPAoNSFjcAdWSVghUXHUU86WmdmemKduaKaYcanXFkIMqnLTXLIZVqMVL65llME4TWeZEEC6edzfKbk3S5KQilbX4I+tuV6hx7DDE1mioQVCHHRWNw6MeE56XKRNshee6H+9sWeZrGg6qlJ7sRfq67OSmutUP1na64tXsWrVb72CuyvwgZL7LC46opssjL/DqVss84+Cy2GnEp0W7TWildhotcmq1Q8Gm4LLnBkGkqouIOGa+uVj2BKDbrgdltnlFPJ6u6EXraGrWNy1qusthMx5Sa/6damhYMk7StwswYjSG7C0aIpnMMST0xxxRZfjHHGGm/MccejtQlnxB6LSZ595nlEL6wH99gpcnahste9j+6HlJf+iihnqhHlpDM/FuK2Mp/i2PHUNnTWPJKJoOo7qbdNkotwYFd6yl09vuxJ52HavDlmWwUnVUin4DTJCrtbbx0wq05mymyVS3ok6JGJYZmFnWlrm7IwdZwa9dNk3+r1VnK5fLd8BDoG96FjgEqc3IHaDel0+I6X5pB8/5PtNNpslt0loWUTfB/WM1er+GXCudTnat9OXp1XRR5b6kCpLZQ34sY9CA3uB9K79Ciwj8wg47kDP5e9c36GWbHKG7t888w/D+zH0E8fvci2H87wuKaXBnn3jHnPvep/bk++qWB+W3uubQcvL/EUw8hyiQGG8jupQ0JMN9AEEt76Mt6knxocZIt9/Etd0MjyspvRzkkmwdG5uNVAI0mKZEx7IG4AmCGQQI5MK3GP/fwmoKywKW0P097k4MW+7BUudALroIq0Nj4MrmpQbNObB5FVuQBO0Ddvc43JznctHs0Pau1ClWSGiLTrXax+rIufWzSHksRZK4SroSLOYKZC9wxlkYRIkmHpbjeyAgAAOw==)

其中第一个不等式来自logB[41]的下界，第二个不等式是因为1且≥1。*B>τ*

因此，对于任何≥1，（τ）随√τ而增加*τh*，且不随*τ*. 我们还注意到，对于任何≥0且（1）=0，随增加。结果表明，对于任何≥1的情况，limR→∞（τ）随着增大而增大。因此，limR→∞=1。*十十十h*最小*Gττ*最小*τ*∗![](data:image/gif;base64,R0lGODlhCQAKAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAJAAoAgAAAAAAAAAIQjI+gC8brXgty1vgw0xD5AgA7)

结合命题1和定理2，我们知道使用（19）中的发现可以保证收敛，最优性差为→∞*τ*∗*R*最小（因此和*T*∗→∞），因为limR→∞=1和（1）=0。对于（和）的一般值，我们得到以下结果。最小*τ*∗*h林吉特林吉特*0

命题2。当≤β1000有限值∀m≤τ0时*η, ρ>, β>, δ>，存在一个τ*0*，这只取决于η,β,ρ,δ,ϕ,厘米，bm公司，林吉特*0 *()，这样τ*∗*. 数量τ*0 *定义为*
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*where索引ν*, 阿格麦克斯![](data:image/gif;base64,R0lGODlhWAAUAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAABYABQAgAAAAAAAAAKChI+py+0Po5wg0Iuz3rxna3kYeJCiEoZjp54RaT6tvATt7BozDN2NzVDhcqjEECE0VkpBHefIdDpjTWQ09VvFkkWet7YDAaNgB1RJtCLF6HJxytwuzfGN+FvtSs7S+YSvRrFDFkjH9ZK299GX2Hhx6BipyChZ+ednmVlTqKlJ1WlQAAA7)，argmax公司![](data:image/gif;base64,R0lGODlhHwASAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAfABIAgAAAAAAAAAI5hI+py30BoJtJ0sugjnhu2y0gF36cuWHoySKjKj5kbKTNW8nOiNdz35EEgCVd6GY8XmxKmq+ZGxUAADs=)*),*

*B*, *ηβ*+ 1*, C*1 , , . 为了方便起见，我们允许阿格麦克斯*为了互换地返回一个集合和该集合中的任意值，我们还定义*![](data:image/gif;base64,R0lGODlhHwARAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAfABEAgAAAAAAAAAI8hGOpt+2AHpMrQoksvdxpnFjf1CniNIbXGJzZRp3w+1bmWsLqkeqVnLvRbKSib4c8em5BJbHpfEYfvWkBADs=)*.*

*我们还注意到*0<ηβ≤1*，因此*![](data:image/gif;base64,R0lGODlhXQATAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAABdABMAgAAAAAAAAAJ/hI+pyxAN2Yu0WhrmhXr7z4GSSJaOiXSiaj1s9I6hDJ/rFoN5Vmmu3QPOgsNRznBsJVE3GvLwC71+1JOqGoVaiYvOxNdYMku7BHgq9CTXNfbznR6Li+ZeLEvWurtahRh/gdX1NdZXePh0ZTKHiFOHwtj4cUZSJXkYealZs1lSAAA7)*.*

*证据。*根据*ν*而且，很容易看出这一点*τ*0 是有限的。然后我们展示argmax![](data:image/gif;base64,R0lGODlhUgAUAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAABSABQAgAAAAAAAAAJxhI+py+0Po5Qh1Ymzprvz21SgMQKih6ZlwB5XmaqWSZMLTJ94vL0dqJPxEDtXaMYI4oC/Gu80LN5yVGX1apVGoMPuMajw2WzapLPspc7QZnKagzRimA7wu+1h3/dnvr8+9qD3B9fHRYgohrhI5MRoUAAAOw==)对于any，在这种情况下，在（18）中的最大化变为fixing=ν。然后，证明分别考虑（18）中平方根内外的项。结果表明，两部分的一阶导数都大于零。因为平方根是一个递增函数，（τ）随着for而增大，因此≤τ0。详见我们的在线技术报告[38，附录D]。*τ > τ*0*米米τ > τ*0*Gττ > τ*0*τ*∗![](data:image/gif;base64,R0lGODlhCQAKAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAJAAoAgAAAAAAAAAIQjI+gC8brXgty1vgw0xD5AgA7)

There is no closed-form solution for because (τ) includes both polynomial and exponential terms of , where the exponential term is embedded in (τ). Because can only be a positive integer, according to Proposition 2, we can compute (τ) within a finite range of to find that minimizes (τ).*τ*∗ *Gτhτ*∗ *Gτ τ*∗ *G*

*B. Adaptive Federated Learning*

In this subsection, we present the complete control algorithm for adaptive federated learning, which recomputes in every global aggregation step based on the most recent system state. We use the theoretical results above to guide the design of the algorithm.*τ*∗

As mentioned earlier, the local updates run on edge nodes and the global aggregation is performed through the assistance of an aggregator, where the aggregator is a logical component that may also run on one of the edge nodes. The complete procedures at the aggregator and each edge node are presented in Algorithms 2 and 3, respectively, where Lines 8–12 of Algorithm 3 are for local updates and the rest is considered as part of global aggregation, initialization, or final operation. We assume that the aggregator initiates the learning process, and the initial model parameter (0) is sent by the aggregator to all edge nodes. We note that instead of transmitting the entire model parameter vector in every global aggregation step, one can also transmit compressed or quantized model parameters to further save the communication bandwidth, where the compression or quantization can be performed using techniques described in [19], [20], for instance.**w**

*1) Estimation of Parameters in G*(τ)The expression of (τ), which includes (τ), has parameters which need to be estimated in practice. Among these parameters, and (∀m) are related to resource consumption, , , and are related to the loss function characteristics. These parameters are estimated in real time during the learning process.*: Ghcm bm ρβδ*

The values of and (∀m) are estimated based on measurements of resource consumptions at the edge nodes and the aggregator (Line 22 of Algorithm 2). The estimation depends on the type of resource under consideration. For example, when the type-resource is energy, the sum energy consumption (per local update) at all nodes is considered as ; when the type-resource is time, the maximum computation time (per local update) at all nodes is considered as . The aggregator also monitors the total resource consumption of each resource type based on the estimates, and compares the total resource consumption against the resource budget (Line 24 of Algorithm 2). If the consumed resource is at the budget limit for some , it stops the learning and returns the final result.*cm bm m cmm cmm Rm m*

The values of , , and are estimated based on the local and global losses and gradients computed at (t) and (t), see Line 11 and Lines 17–19 of Algorithm 2 and Lines 6, 7, and 17 of Algorithm 3. To perform the estimation, each edge node needs to have access to both its local model parameter (t) and the global model parameter (t) for the same iteration (see Lines 6 and 7 of Algorithm 3), which is only possible when global aggregation is performed in iteration . Because (t) is only observable by each node after global aggregation, estimated values of , , and are only available for recomputing starting from the second global aggregation step after initialization, which uses estimates obtained in the previous global aggregation step[4].*ρβδ* **wwwww***iit tρβδ τ*∗

![](data:image/gif;base64,R0lGODlhUAETAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAABQARMAgAAAAAAAAAJ3RI6py+0Po5y02ouz3rz7B4TiSJbmiabqyrbuC8fyTNf2jef6zvf+DwwKh8Si8YhMKpfMpvMJjUqn1Kr1is1qt9yu9wsOi8fksvmMTqvX7Lb7DY/L5/S6/Y7P6/f8vv8PGCg4SFhoeIiYmPTB2Oj4CBkpOUn5WAAAOw==)*Remark:* In the extreme case where **w***i*(t) = w(t) in Lines 6 and 7 of Algorithm 3, we estimate *ρ*ˆi and *β*ˆ*i* as zero. When Algorithm 2: Procedure at the aggregator

Input: Resource budget , control parameter , search range parameter , maximum value Output: *Rϕγτ τ*max **w**f

1   Initialize ← 1, ← 0, ← 0; //is a resource counter*τ*∗ *t s s*

2   Initialize (0) as a constant or a random vector;**w**

3   Initialize ←w(0);**w**f

4   repeat
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*N*

                    we estimate ;

*τ*m ← min{γτ∗;τ}; within budget for all , set STOP flag;max*Rm m*

26    Send (t) to all edge nodes;**w**

27    Receive (w(t)) from each node ;*Fii*

28    Compute (w(t)) according to (2)*F*

29    if (w(t)) < F(wf) then*F*
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The parameter is the gradient-descent step size which is pre-specified and known. The remaining parameter includes which is non-straightforward to estimate because the algorithm does not know , thus we regard as a control parameter that is manually chosen and remains fixed for the same machine learning model[5]. Experimentation results presented in the next section show that a fixed value of works well across different data distributions, various numbers of nodes, and various resource consumptions/budgets. If we multiply both sides of (18) by , we can see that a larger value of gives a higher weight to the terms with (τ), yielding a smaller value of (because (τ) increases with ), and vice Algorithm 3: Procedure at each edge node *η ϕ ω* **w**∗*ϕ ϕ ϕϕ hτ*∗ *hτi*

1                                    Initialize ← 0;*t*

2                                    repeat

3                                    Receive (t) and new from aggregator, set ei(t) ←w(t);**ww***τ*∗

4                                    *t*0 ← t; //Save iteration index of last transmission of **w**(t)

5                                    if 0 then*t >*

6                                    Estimate ˆi ←kFi(wi(t)) − Fi(w(t))k/kwi(t) −w(t)k;*ρ*

7                                    Estimate

*β*ˆ*i* ←k∇Fi(wi(t)) −∇Fi(w(t))k/kwi(t) −w(t)k;

8                                    for = 1,2,...,τ∗ do*µ*

9                                    *t* ← t + 1; //Start of next iteration

10                                  Perform local update and obtain (t) according to (4);**w***i*

11                                  if then*µ < τ*∗

12                                  Set ei(t) ←wi(t);**w**

13                                  for = 1,2,...,M do*m*
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15                                  Send (t), ˆm,i (∀m) to aggregator;**w***ic*

16                                  if 0 then*t*0 *>*

17                                  Send ˆi, , (w(t0)), ∇Fi(w(t0)) to aggregator;*ρβ*ˆ*iFi*

18                                  until STOP flag is received;

19                                  Receive (t) from aggregator; 20 Send (w(t)) to aggregator;**w***Fi*

versa. Therefore, in practice, it is not hard to tune the value of on a small and simple setup, which can then be applied to general cases. See also the results on the sensitivity of in Section VII-B6.*ϕ ϕ*

*2) Recomputing τ*∗*:* The value of is recomputed by the aggregator during each global aggregation step, based on the most updated parameter estimations. When searching for , we use the following search range instead of the range in Proposition 2 due to practical considerations of estimation error. As shown in Line 20 of Algorithm 2, we search for new values of up to times the current value of , and find that minimizes (τ), where 0 is a fixed parameter. The presence of limits the search space and also avoids from growing too quickly as initial parameter estimates may be inaccurate. We also impose a maximum value of , denoted by , because if is too large, it is more likely for the system to operate beyond the resource budget due to inaccuracies in the estimation of local resource consumption, see Line 24 of Algorithm 2. The new value of is sent to each node together with (t) (Line 5 of Algorithm 2).*τ*∗ *τ*∗*τ*∗ *γ τ*∗*τ*∗ *Gγ > γ τ*∗ *ττ*max*τ*∗ *τ*∗ **w**

*3) Distributed Gradient Descent:* The local update steps of distributed gradient descent at the edge node include Lines 8– 12 of Algorithm 3, where Line 10 of Algorithm 3 corresponds to Line 3 of Algorithm 1 and Line 12 of Algorithm 3 corresponds to Line 8 of Algorithm 1. When global aggregation is performed, Line 9 of Algorithm 2 computes the global model parameter (t) at the aggregator, which is sent to the edge nodes in Line 5 of Algorithm 2, and each edge node receives (t) in Line 3 of Algorithm 3 and sets ei(t) ← w(t) to use (t) as the initial model parameter for the next round of local update; this corresponds to Line 5 of Algorithm 1.**wwww**

The final model parameter that minimizes (w) is obtained at the aggregator in Lines 13–14 of Algorithm 2, corresponding to Line 6 of Algorithm 1. As discussed in Section IV, the computation of lags for one round of global aggregation, because for any iteration that includes a global aggregation step, (w(t0)) can only be computed after each edge node has received (t0) and sent the local loss (w(t0)) to the aggregator in the next round of global aggregation. To take into account the final value of (t) in the computation of , Lines 26–30 of Algorithm 2 and Lines 19– 20 of Algorithm 3 perform an additional round of computation of the loss and , as also discussed in Section IV.**wwwwww**f *F*f *t*0 *FFi*ff

Overall, when global aggregation is executed for times in total, the computational complexity of Algorithm 2 is (K(NM + τ)), because each global aggregation step includes the computation of global parameters from the local parameters collected from different nodes for resource types and the linear search step in Line 20 of Algorithm 2 which has at most steps. When steps of local updates are performed in total, Algorithm 3 has a computational complexity of (T + KM), where the additional term corresponds to the additional local processing (at each node) in global aggregation steps.*K O*max*N M τ*max *T OKM*

*C. Extension to Stochastic Gradient Descent*

When the amount of training data is large, it is usually computationally prohibitive to compute the gradient of the loss function defined on the entire (local) dataset. In such cases, stochastic gradient descent (SGD) is often used [6], [7], [37], which uses the gradient computed on the loss function defined on a randomly sampled subset (referred to as a minibatch) of data to approximate the real gradient. Although the theoretical analysis in this paper is based on deterministic gradient descent (DGD), the proposed approach can be directly extended to SGD. As discussed in [39], SGD can be seen as an approximation to DGD.

When using SGD with our proposed algorithm, all losses and their gradients are computed on mini-batches. Each local iteration step corresponds to a step of gradient descent where the gradient is computed on a mini-batch of local training data. The mini-batch changes for every step of local iteration, i.e., for each new local iteration, a new mini-batch of a given size is randomly selected from the local training data. However, to reduce errors introduced by random data sampling when estimating the parameters , , and , the first iteration after global aggregation uses the same mini-batch as the last iteration before global aggregation. When = 1, the minibatch changes if the same mini-batch has already been used in two iterations, to ensure that different mini-batches are used for training over time.*ρβδτ*

To avoid approximation errors caused by mini-batch sampling when determining , when using SGD, the aggregator informs the edge nodes whether the current (t0) is selected as using an additional flag sent together with the message in Line 5 of Algorithm 2. The edge nodes save their own copies of . When an edge node computes (w(t0)) that is sent in Line 17 of Algorithm 3, it also recomputes (wf) using the same mini-batch as for computing (w(t0)). It then sends both (wf) and (w(t0)) to the aggregator in Line 17 of Algorithm 3. The aggregator recomputes (wf) based on the most recently received (wf). In this way, the values of (wf) and (w(t0)) used for the comparison in Lines 13 and 29 of Algorithm 2 are computed on the same mini-batch at each edge node.**wwww**ff f*FiFiFiFiFiFFiFF*

VII. EXPERIMENTATION RESULTS

*A. Setup*

To evaluate the performance of our proposed adaptive federated learning algorithm, we conducted experiments both on networked prototype system with 5 nodes and in a simulated environment with the number of nodes varying from 5 to 500. The prototype system consists of three Raspberry Pi (version 3) devices and two laptop computers, which are all interconnected via Wi-Fi in an office building. This represents an edge computing environment where the computational capabilities of edge nodes are heterogeneous. All these 5 nodes have local datasets on which model training is conducted. The aggregator is located on one of the laptop computers, and hence co-located with one of the local datasets.

*1) Resource Definition:* For ease of presentation and interpretation of results, we let = 1 and consider time as the single resource type in our experiments. For the prototype system, we train each model for a fixed amount of time budget. The values of and (we omit the subscript = 1 for simplicity) correspond to the actual time used for each local update and global aggregation, respectively. The simulation environment performs model training with simulated resource consumptions, which are randomly generated according to Gaussian distribution with mean and standard deviation values (see [38, Appendix E] for these values) obtained from measurements of the squared-SVM model on the prototype. See Section VII-A4 below for definitions of models and datasets.*M c b m*

*2) Baselines:* We compare with the following baseline approaches:

(a) Centralized gradient descent [6], [7], where the entiretraining dataset is stored on a single edge node and the model is trained directly on that node using a standard (centralized) gradient descent procedure;

(b) Canonical federated learning approach presented in [9],which is equivalent to using a fixed (non-adaptive) value of in our setting;*τ*

(c) Synchronous distributed gradient descent [17], which isequivalent to fixing = 1 in our setting.*τ*

For a fair comparison, we implement the estimation of resource consumptions for all baselines and the training stops when we have reached the resource (time) budget. When conducting experiments on the prototype system, the centralized gradient descent is performed on a Raspberry Pi device. To avoid resource consumption related to loss computation, centralized gradient descent uses the last model parameter (T) (instead of ) as the result, because convergence of (T) can be proven in the centralized case [40]. We do not explicitly distinguish the baselines (b) and (c) above because they both correspond to an approach with non-adaptive of a certain value. When is non-adaptive, we use the same protocol as in Algorithms 2 and 3, but remove any parts related to parameter estimation and recomputation of .**www**f*τ τ τ*

*3) DGD and SGD:* We consider both DGD and SGD in the experiments to evaluate the general applicability of the proposed algorithm. For SGD, the mini-batch sampling uses the same initial random seed at all nodes, which means that when the datasets at all nodes are identical, the mini-batches at all nodes are also identical in the same iteration (while they are generally different across different iterations). This setup is for a better consideration of the differences between equal and non-equal data distributions (see Section VII-A5 below).

*4) Models and Datasets:* We evaluate the training of four different models on five different datasets, which represent a large variety of both small and large models and datasets, as one can expect all these variants to exist in edge computing scenarios. The models include squared-SVM, linear regression, K-means, and deep convolutional neural networks (CNN)[6]. See Table I for a summary of the loss functions of these models, and see [6], [7], [37] for more details. Among them, the loss functions for squared-SVM (which we refer to as SVM in short in the following) and linear regression satisfy Assumption 1, whereas the loss functions for K-means and CNN are non-convex and thus do not satisfy Assumption 1.

SVM is trained on the original MNIST dataset (referred to as MNIST-O) [43], which contains gray-scale images of 70,000 handwritten digits (60,000 for training and 10,000 for testing). The SVM outputs a binary label that corresponds to whether the digit is even or odd. We consider both DGD and SGD variants of SVM. The DGD variant only uses 1,000 training and 1,000 testing data samples out of the entire dataset in each simulation round, because DGD cannot process a large amount of data. The SGD variant uses the entire MNIST dataset.

Linear regression is performed with SGD on the energy dataset [44], which contains 19,735 records of measurements from multiple sensors and the energy consumptions of appliances and lights. The model learns to predict the appliance energy consumption from sensor measurements.

K-means is performed with DGD on the user knowledge modeling dataset [45], which has 403 samples each with 5 attributes summarizing the user interaction with a web environment. The samples can be grouped into 4 clusters representing different knowledge levels, but we assume that we do not have prior knowledge of this grouping.

CNN is trained using SGD on three different datasets, including MNIST-O as described above, the fashion MNIST dataset (referred to as MNIST-F) which has the same format as MNIST-O but includes images of fashion items instead of digits [46], and the CIFAR-10 dataset which includes 60,000 color images (50,000 for training and 10,000 for testing) of 10 different types of objects [47]. A separate CNN model is trained on each dataset, to perform multi-class classification among the 10 different labels in the dataset.

*5) Data Distribution at Different Nodes (Cases 1–4):* For the distributed settings, we consider four different ways of distributing the data into different nodes. In Case 1, each data sample is randomly assigned to a node, thus each node has uniform (but not full) information. In Case 2, all the data samples in each node have the same label[7]. This represents the case where each node has non-uniform information, because the entire dataset has samples with multiple different labels. In Case 3, each node has the entire dataset (thus full information). In Case 4, data samples with the first half of the labels are distributed to the first half of the nodes as in Case 1; the other samples are distributed to the second half of the nodes as in Case 2. This represents a combined uniform and non-uniform case. For datasets that do not have ground truth labels, such the energy dataset used with linear regression, the data to node assignment is based on labels generated from an unsupervised clustering approach.

*6) Training and Control Parameters:* In all our experiments, we set the search range parameter = 10, the maximum value = 100. Unless otherwise specified, we set the control parameter = 0.025 for SVM, linear regression, and K-means, and = 5 × 10−5 for CNN. The gradient descent step size is = 0.01. The resource (time) budget is set as = 15 seconds unless otherwise specified. Except for the instantaneous results in Section VII-B5, the average results of 15 independent experiment/simulation runs are shown.*γ τ τ*max *ϕ ϕ η R*

*B. Results*

*1) Loss and Accuracy Values:* In our first set of experiments, the SVM, linear regression, and K-means models were trained on the prototype system. Due to the resource limitation of Raspberry Pi devices, the CNN model was trained in a simulated environment of 5 nodes, with resource consumptions generated in the way described in Section VII-A1.

We compare the loss function values of our proposed algorithm (with adaptive ) to baseline approaches, and also compare the classification accuracies for the SVM and CNN classifiers. The results are shown in Fig. 4. We note that the proposed approach only has one data point (represented by a single marker in the figure) in each case, because the value of is adaptive in this case and the marker location shows the average with the corresponding loss or accuracy. The centralized case also only has one data point but we show a flat line across different values of for the ease of comparison. We see that the proposed approach performs close to the optimal point for all cases and all models[8]. We also see that the (empirically) optimal value of is different for different cases and models, so a fixed value of does not work well for all cases. In some cases, the distributed approach can perform better than the centralized approach, because for a given amount of time budget, federated learning is able to make use of the computation resource at multiple nodes. For*ττ τ*∗ *τ τ τ*

DGD approaches, Case 3 does not perform as well as Case 1,

|  |
| --- |
| Fig. 4: Loss function values and classification accuracy with different . Only SVM and CNN classifiers have accuracy values. The curves show the results from the baseline with different fixed values of . Our proposed solution (represented by a single marker for each case) gives an average and loss/accuracy*τττ* |

that is close to the optimum in all cases.
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(a) in proposed algorithm*τ*∗
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(b) Loss function values and classification accuracy

Fig. 5: SVM (SGD) with different numbers of nodes.

because the amount of data at each node in Case 3 is larger than that in Case 1, and DGD processes the entire amount of data thus Case 3 requires more resource for each local update. Due to the high complexity of evaluating CNN models and the fact that linear regression and K-means models do not provide accuracy values, we focus on the SVM model in the following and provide further insights on the system.

*2) Varying Number of Nodes:* Results of SVM (SGD) for the number of nodes varying from 5 to 500 are shown in Fig. 5, which are obtained in the simulated environment. Our proposed approach performs better than or similar to the fixed = 10 baseline in all cases, where we choose fixed = 10 as the baseline in this and the following evaluations because it is empirically a good value for non-adaptive in different cases according to the results in Fig. 4.*τ τ τ*

*3) Varying Global Aggregation Time:* To study the impact of different resource consumption (time) for global aggregation, we modify the simulation environment so that the global aggregation time is scaled by an adjustment factor. The actual time of global aggregation is equal to the original global aggregation time multiplied by the adjustment factor,
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(a) in proposed algorithm*τ*∗
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|  |  |  |  |
| --- | --- | --- | --- |
| 10-2      10-1      100             101  Adjustment factor | 10-2     10-1       100                101  Adjustment factor | 10-2               10-1      100                101  Adjustment factor | 10-2               10-1      100       101  Adjustment factor |

(b) Loss function values and classification accuracy

Fig. 6: SVM (SGD) with different global aggregation times.

thus a small adjustment factor corresponds to a small global aggregation time. The results for SVM (SGD) are shown in Fig. 6. Additional results for SVM (DGD) are included in [38, Appendix F]. We can see that as one would intuitively expect, a larger global aggregation time generally results in a larger for the proposed algorithm, because when it takes more time to perform global aggregation, the system should perform global aggregation less frequently, to make the best use of available time (resource). The fact that slightly decreases when the adjustment factor is large is because in this case, the global aggregation time is so large that only a few rounds of global aggregation can be performed before reaching the resource budget, and the value of will be decreased in the last round to remain within the resource budget (see Line 25 of Algorithm 2). Comparing to the fixed = 10 baseline, the proposed algorithm performs better in (almost) all cases.*τ*∗ *τ*∗ *τ*∗ *τ*

*4) Varying Total Time Budget:* We evaluate the impact of the total time (resource) budget on the prototype system. Results for SVM (SGD) are shown in Fig. 7. Further results for SVM (DGD) are included in [38, Appendix G]. We see that
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(a) in proposed algorithm*τ*∗
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(b) Loss function values and classification accuracy

Fig. 7: SVM (SGD) with different total time budgets.

except for Case 3 where all nodes have the same dataset, the value of of the proposed algorithm decreases with the total time budget. This aligns with the discussion in Section VI-A that becomes close to one when the resource budget is large enough. We also see that the proposed algorithm performs better than or similar to the fixed = 10 baseline in all cases.*τ*∗ *τ*∗ *τ*

*5) Instantaneous Behavior:* We further study the instantaneous behavior of our system for a single run of 30 seconds (for each case) on the prototype system. Results for SVM (DGD) is shown in Fig. 8. Further results for SVM (SGD) are available in [38, Appendix H]. We see that the value of remains stable after an initial adaptation period, showing that the control algorithm is stable. The value of decreases at the end due to adjustment caused by the system reaching the resource budget (see Line 25 of Algorithm 2). As expected, the gradient deviation is larger for Cases 2 and 4 where the data samples at different nodes are non-uniform. The same is observed for and , indicating that the model parameter is in a less smooth region for Cases 2 and 4. In Case 3, the data at different nodes are equal so we always have (t) = w(t) regardless of whether global aggregation is performed in iteration . Thus, the estimated and values are zero by definition, as explained in the remark in Section VI-B1. Case 3 of SVM (DGD) has a much larger value of because it processes more data than in other cases and thus takes more time, as explained before. The value of exhibits fluctuations because of the randomness of the wireless channel.*τ*∗ *τ*∗ *δ ρ β***w w***itρ β c b*

*6) Sensitivity of ϕ:* The sensitivity of the control parameter evaluated on the prototype system is shown in Fig. 9. We see that the relationship among in different cases is mostly maintained with different values of . The value of decreases approximately linearly with logϕ, which is consistent with the fact that there is an exponential term w.r.t. in (τ) (and thus (τ)). For Case 3, remains the same with different , because (τ) = 0 in this case by definition (see the remark in Section VI-B1) and the value of does not affect *ϕ τ*∗ *ϕτ*∗ *τ hGτ*∗ *ϕhϕ τ*∗, as independently of *τ* in this case according to (18). We also see that small changes of does*ϕ*
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Fig. 8: Instantaneous results of SVM (DGD) with the proposed algorithm.
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Fig. 9: Impact of on the average value of in the proposed algorithm.*ϕ τ*∗

not change much, indicating that one can take big steps when tuning in practice and the tuning is not difficult.*τ*∗ *ϕ*

*7) Comparison to Asynchronous Distributed Gradient Descent:* Asynchronous gradient descent [17] is an alternative to the typically used synchronous gradient descent in federated learning. With asynchronous gradient descent, the edge nodes operate in an asynchronous manner. Each edge node pulls the most up-to-date model parameter from the aggregator, computes the gradient on its local dataset, then sends the gradient back to the aggregator. The aggregator performs gradient descent according to the step size weighted by the dataset sizes of each node, similar to the combination of (4) and (5). The process repeats until the training finishes. Asynchronous gradient descent is able to fully utilize the available computational resource at each node by running more gradient descent steps at more powerful (faster) nodes. However, the asynchronism may hurt the overall performance.*η*

It was shown in [17] that synchronous gradient descent has benefits over asynchronous gradient descent in a datacenter setting. Here, we study their differences in the edge computing setting with heterogeneous resources (laptops and Raspberry Pis in our experiment) and different data distributions (Cases 1–4). The results for DGD and SGD with SVM are shown in Figs. 10 and 11, respectively. We see that the performance of asynchronous gradient descent is much worse than synchronous gradient descent for non-uniform data distribution in Cases 2 and 4, with slower convergence, sudden changes (indicating instability of the training process), and convergence to higher loss and lower accuracy values. This is because the model tends overfit the datasets on the faster nodes, as many more steps of gradient descent are performed on these nodes compared to the slower nodes. With uniform data distribution (Cases 1 and 3), asynchronous gradient descent performs similar as or slightly better than synchronous gradient descent, because when the datasets at different nodes are similar (Case 1) or equal (Case 3), there is not much harm caused by overfitting the data on the faster nodes.

![](data:image/gif;base64,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)

Fig. 10: Synchronous vs. asynchronous distributed DGD with SVM.

![](data:image/gif;base64,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)

Fig. 11: Synchronous vs. asynchronous distributed SGD with SVM.

Considering the overall performance in all Cases 1–4, we can conclude that it is still better to perform federated learning with synchronous gradient descent as we do throughout this paper. However, how to make more efficient use of heterogeneous resources is something worth investigating in the future.

VIII. CONCLUSION

In this paper, we have focused on gradient-descent based federated learning that include local update and global aggregation steps. Each step of local update and global aggregation consumes resources. We have analyzed the convergence bound for federated learning with non-i.i.d. data distributions. Using this theoretical bound, a control algorithm has been proposed to achieve the desirable trade-off between local update and global aggregation in order to minimize the loss function under a resource budget constraint. Extensive experimentation results confirm the effectiveness of our proposed algorithm. Future work can investigate how to make the most efficient use of heterogeneous resources for distributed learning, as well as the theoretical convergence analysis of some form of non-convex loss functions representing deep neural networks.
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[[1]](" \l "_ftnref1" \o ") Note that some unsupervised models (such as K-means) only learn on and do not require the existence of in the training data. In such cases, the loss function value only depends on .**xx***j yj j*

[[2]](" \l "_ftnref2" \o ") While our focus is on non-probabilistic learning models, similar loss functions can be defined for probabilistic models where the goal is to minimize the negative of the log-likelihood function, for instance.

[[3]](" \l "_ftnref3" \o ") With slight abuse of notation, we use [(k−1)τ,kτ] to denote the integers contained in the interval for simplicity. We use the same convention in other parts of the paper as long as there is no ambiguity.

[[4]](" \l "_ftnref4" \o ") See the condition in Line 10 of Algorithm 2 and Lines 5 and 16 of Algorithm 3. Also note that the parameters ˆi, , (w(t0)), ∇Fi(w(t0)) sent in Line 17 of Algorithm 3 are obtained at the previous global aggregation step (, ˆi, and are obtained in Lines 4–7 of Algorithm 3).*ρβ*ˆ*iFit*0*ρβ*ˆ*i*

[[5]](" \l "_ftnref5" \o ") Although is related to and we estimate separately, we found that it is good to keep a constant value that does not vary with the estimated value of in practice, because there can be occasions where the estimated is large causing 0, which causes abnormal behavior when computing from (τ).*ϕ β β ϕ β β ϕ < τ*∗ *G*

[[6]](" \l "_ftnref6" \o ") The CNN has 9 layers with the following structure: 5×5×32 Convolutional → 2 × 2 MaxPool → Local Response Normalization → 5 × 5 × 32 Convolutional → Local Response Normalization → 2×2 MaxPool → z×256 Fully connected → 256×10 Fully connected → Softmax, where depends on the input image size and = 1568 for MNIST-O and MNIST-F and = 2048 for CIFAR-10. This configuration is similar to what is suggested in the TensorFlow tutorial [42].*z z z*

[[7]](" \l "_ftnref7" \o ") When there are more labels than nodes, each node may have data with more than one label, but the number of labels at each node is no more than the total number of labels divided by the total number of nodes rounded to the next integer.

[[8]](" \l "_ftnref8" \o ") Note that the loss and accuracy values shown in Fig. 4 can be improved if we allow a longer training time. For example, the accuracy of CNN on MNIST data can become close to 1.0 if we allow a long enough time for training. The goal of our experiments here is to show that our proposed approach can operate close to the optimal point with a fixed and limited amount of training time (resource budget) as defined in Section VII-A6.