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**摘要**-目前独立的深度学习框架往往导致过度适应和低效用。这个问题可以通过部署一个中央服务器来训练来自各方的联合数据的全局模型的集中式框架，或者利用参数服务器聚合本地模型更新的分布式框架来解决。基于服务器的解决方案容易出现单点故障的问题。在这方面，诸如联合学习（FL）这样的协作学习框架更加健壮。现有的联合学习框架忽略了参与的一个重要方面：公平。所有缔约方都得到了相同的最终模式，而不考虑它们的贡献。为了解决这些问题，我们提出了一个分散公平和隐私保护的深度学习（FPPDL）框架，将公平性纳入联邦深度学习模型。特别地，我们设计了一个本地可信度互评机制来保证公平性，并设计了一个三层洋葱式加密方案来保证准确性和隐私性。与现有的FL范式不同，在FPPDL下，每个参与者都会收到不同版本的FL模型，其表现与其贡献相称。在基准数据集上的实验表明，FPPDL平衡了公平性、隐私性和准确性。它使联合学习生态系统能够发现并孤立低贡献方，从而促进负责任的参与。
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# 1         简介

|  |
| --- |
| D |

EEP学习已经成为解决图像分类和语音识别等具有挑战性的现实问题的重要技术。经验证据表明，深度学习模型可以从大规模的数据集中受益匪浅[1]。然而，由于数据收集和注释[2]，[3]所需的大量时间和精力，大型数据集并不总是适用于新的域。此外，在大规模数据集上训练复杂的深部网络在计算上是昂贵的，并且在实践中可能不适用于一方。因此，在一组当事人之间以协作的方式进行深度学习的需求很高。

这一趋势的动机是，一方拥有的数据可能非常同质，导致过度拟合，当模型应用于以前看不到的数据时，会对准确性产生负面影响，即泛化能力差。利用多方数据进行深度培训
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模型可以帮助缓解这个问题。然而，由于隐私问题，协作模型培训可能不可行。联合学习（FL）将隐私保护技术融入到协作模型训练中，为这一挑战提供了一个潜在的解决方案[4]。

在当前的联合学习范式[5]中，所有参与者在协作模型培训结束时接受相同的联邦模型，而不管他们的贡献如何。这使得这种范式容易受到搭便车参与者的攻击。例如，几家银行可能会合作建立模型来预测中小企业的信用度。然而，拥有更多数据的大型银行可能不愿意根据高质量的本地数据训练本地模型，因为担心小型银行从共享FL模型中获益并侵蚀其市场份额[4]。如果没有隐私的保障和协作公平的承诺，拥有高质量和大数据集的参与者可能会被阻止加入联合学习，从而对健康的外语学习生态系统的形成产生负面影响。现有的公平性研究主要集中在保护敏感属性或减少参与者之间预测分布的方差[6]，[7]。公平对待联合学习参与者的问题仍然没有解决[4]。

在这篇论文中，我们讨论了公平对待外语参与者的问题，基于他们对构建健康外语生态系统的贡献。我们将所提出的框架称为分散公平和隐私保护深度学习（FPPDL）框架。与现有的工作（如[8]）使用货币奖励来激励良好行为不同，我们提出的解决方案从根本上改变了当前的外语教学模式，因此参与者最终可能不会得到相同的外语学习模式。取而代之的是，他们每个人都将得到一个最终的FL模型，其表现反映了他们对联合会的个人贡献。FPPDL不要求参与者相互信任或任何第三方。它通过区块链技术记录所有操作，包括上传和下载不同的私有人工样本和加密模型更新。FPPDL通过对本地可信度的相互评估，考虑了双方在初始基准测试和隐私保护协作深度学习过程中的相对贡献，实现了协作公平。为了保护隐私，我们提出了一个三层的onionstyle加密方案，以保证准确性和隐私性，而不是以牺牲实用性为代价来利用差异隐私。

据我们所知，本文首次通过调整分配给每个参与者的FL模型的性能水平来实现联合学习中的协作公平。基于两个基准数据集在三个实际环境下的大量实验表明，FPPDL实现了较高的公平性，提供了与现有集中式和分布式深度学习框架相当的精度，并且优于独立的深度学习。

在威胁模型方面，FPPDL采用了一个诚实但奇怪的设置：假设每一方在推断其他方的敏感信息时都很好奇；然而，在操作中，假设它是诚实的。这一设置是合理的，因为参与协作系统的各方的主要动机是获得比没有任何协作的独立模型更好的本地模型。此外，在我们的方案中，各方被视为金融机构或生物医学机构等依法承担责任的组织。然而，在第7节中，我们还讨论了我们的本地可信度互评机制如何帮助防止内部攻击者的某些恶意行为，以及如何抵御外部攻击者。

本文的其余部分安排如下。第二部分回顾了现有的深度学习框架，以及关于隐私保护的协作深度学习和联合学习中的公平性的相关文献，这些都是我们要解决的主要问题。第5节介绍了拟议的FPPDL框架的技术细节。第6节从准确性和公平性方面评估了FPPDL在不同设置下不同SGD框架下的性能，然后在第7节中进行了讨论。第八部分总结全文，并指出未来可能的研究方向。

# 2         相关工作

在这一部分中，我们回顾了有关深度学习框架、隐私保护和联合学习公平性的相关文献，以使我们的研究与现有研究相关联。

## 2.1       深度学习框架概述

一般来说，深度学习框架可以分为以下几类：独立框架；基于服务器的框架，包括集中式框架和分布式框架；分散式框架。特别是在分布式框架和分散框架下，各方都参与了全球或共识模式的改进过程。因此，我们将其称为协作式深度学习框架。表1提供了不同深度学习框架之间的比较。

***独立框架***：缔约方在没有任何合作的情况下，根据其本地培训数据单独培训独立模型（图1（a））。然而，独立的模型可能无法概括为看不见的数据。

***集中框架***：参与者将他们的数据集中到一个集中的服务器中，以训练一个全局模型（图1（b））。这种集中化的框架非常有效，但是它侵犯了数据隐私，因为所有参与者的数据都暴露在服务器上。

***分布式框架***：Dean等人。[9] 首先介绍了分布式深度学习的概念，即各方通过与参数服务器共享本地模型更新来协作训练模型。分布式学习在[5]、[10]、[11]中得到了广泛的研究。

需要注意的是，集中式框架和分布式框架都需要一个中央服务器来协调培训过程，这使得它们容易受到以下问题的影响：（1）参与方策略：出于隐私考虑，双方可能不想将控制权交给不可信的服务器；（2） 单点故障：如果中央服务器发生故障或关闭进行维护，整个网络将停止工作。

***分散框架***：在基于中央服务器的框架中，上述问题可以通过一个分散的框架[12]、[13]、[14]、[15]、[16]、[17]来解决，该框架使各方之间的计算并行化（图1（d））。特别是Kuo等人。[12] 提出了一种保护隐私的机器学习与机器学习相结合的模型保护框架。[15] ，[16]调查了区块链上的隐私保护深度学习。[17] 研究了基于区块链的隐私保护学习中负载共享的公平性问题，它不同于我们工作中的协作公平性问题。具体地说，它们的分散式架构是在一个不太安全的环境下开发的，在这种环境下，一个站点可以访问所有其他站点的模型。[13] ，[14]利用差异隐私在区块链上保护隐私的机器学习。然而，[14]指出，在[13]中提出的算法不能正确地保证隐私保护的性质，因为它们没有考虑重复加性噪声机制的合成。

综上所述，现有的协作框架（分布式或分散式）关注的是如何学习比单个独立模型更精确的全局共识模型。实际上，一些缔约方可能比其他缔约方作出更多贡献，而另一些缔约方则几乎没有贡献，甚至是消极的。究其原因，是不同主体拥有的数据质量不同，在数据采集和存储过程中可能存在不可预测的随机误差。另一方面，缔约方可选择仅将其有限部分数据用于合作模式培训。

## 2.2       隐私保护协作学习
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正如Shokri等人指出的那样。[11] ，集中式深度学习通常会带来许多隐私问题。具体来说，所有敏感的培训数据都会透露给第三方；数据所有者对学习目标没有控制权；学习的模型不能直接提供给数据所有者。为了减轻这些隐私风险，吉拉德·巴赫拉赫等人。[18] 开发密码网来运行同态加密数据的深度学习。然而，密码网络假设神经网络模型是预先训练好的，因此其系统主要用于向用户提供加密输出。相比之下，SecureML[20]通过安全多方计算（SMC）进行隐私保护学习，其中数据所有者需要在初始设置阶段处理、加密和/或秘密共享其数据。SecureML允许数据所有者根据他们的联合数据训练各种模型，而不必透露结果之外的任何信息。然而，这种方法产生了很高的计算和通信成本[21]，[22]。

最相关的工作是分布式选择性随机梯度下降（DSSGD）[11]。为了保护隐私，各方不是明确地共享训练数据，而是根据本地训练数据计算并共享（与PS）其本地模型梯度，同时通过从PS下载最新参数来更新其本地模型。为了进一步减少共享模型更新带来的隐私泄露，每一方都会对本地模型更新添加噪音，以确保每个参数的差异隐私。然而，他们的系统需要一个中央参数服务器来协调训练过程。因此，它面临着基于中心服务器的框架中常见的问题。

集中参数服务器的缺点可以总结如下：

1） 隐私泄露：如[23]所示，即使只有一小部分局部模型更新被发布到PS，局部数据信息也可能泄露给一个诚实但好奇的PS，特别是对于只有一个神经元的局部神经网络，PS可以以不可忽略的概率推断出参与者的真实数据或标签。上述观察结果同样适用于具有交叉熵和平方误差代价函数的一般神经网络。即使对于一般的正则化神经网络，释放的局部梯度仍能揭示真实值。

2） 易受主动对手攻击：大多数分布式学习框架都假设所有参与者都是诚实的。实际上，如果一方被证明是恶意的，它可以通过欺骗随机样本来推断受害方的私人数据信息，从而破坏学习过程。

分布式深度学习的一个特例是联合学习[4]。在佛罗里达州，为了保护个人模型更新的隐私，Bonawitz等人。[24]提出了一种实用的安全聚合协议，该协议在诚实、好奇和活跃的对手环境下是安全的，即使任意选择的用户子集随时退出。特别地，安全多方计算（SMC）被用于以安全的方式从单个用户的设备计算模型参数更新的总和，这是以额外的计算和通信开销为代价的。另一种更有效的方法是使用差异隐私，使服务器能够将定制的噪声添加到加权平均用户更新中，以保证用户级别的隐私[25]。然而，默认的受信任的Google服务器有权清楚地看到所有用户的更新，聚合单个更新并为聚合添加噪声。因此，当服务器不是受信任方时，它们的方法不是首选方法。我们还注意到，当服务器不可信时，加权聚合变得不现实，因为服务器可能不知道用于权重计算的各方的数据大小。相反，提议的FPPDL允许每一方基于本地可信度和共享级别集成其他方的更新。

## 2.3       联合学习的公平性

现有的促进联合学习参与者之间合作公平的方法是基于激励机制的。一般来说，参与者应获得与其贡献相称的报酬。平等分配是平等利润分享的一个例子[26]。在这个方案下，在给定的一轮中可用的总收益在所有参与者中平均分配。根据个人利益分享计划[26]，每个参与者自己对集体的贡献（假设集体只包含）被用来确定他在总收益中的份额。*我我*

工会博弈[27]利润分享方案根据参与者对其前任组成的集体效用的边际贡献（即每个参与者的边际贡献按照加入联合会的相同顺序计算），确定参与者在总收益中的份额。公允价值博弈方案[27]是一种基于边际损失的方案。在这个方案中，参与者在总收益中的份额由参与者离开联盟的顺序决定。Shapley game利润分享方案[27]也是一种基于边际贡献的方案。与工会博弈不同，Shapley博弈旨在消除参与者按不同顺序加入集体的影响，以便更公平地估计他们对集体的边际贡献。因此，它平均每个参与者相对于其他参与者加入集体的所有不同排列的边际贡献。这种方法计算成本很高。

对于基于梯度的联合学习方法，梯度信息可以看作是一种数据类型。然而，在这些情况下，基于输出协议的奖励很难应用，因为相互信息需要多任务设置，而这种情况通常不存在。因此，在这三类方案中，模型改进是为联合学习设计奖励的最相关的方法。目前有两种新兴的联合学习激励方案，主要集中在模型改进上。

[28]中提出了一种为模型更新带来的边际改进付费的方案。这些改进的总和可能导致对贡献的高估。因此，提议的方法还包括一个修正高估问题的模型。该方案确保付款与模型质量改进成比例，这意味着实现目标模型质量水平的预算是可预测的。它还可以确保提前提交模型更新的数据所有者获得更高的奖励。这促使他们甚至在联邦模型培训过程的早期阶段就参与进来。

除了参与者的贡献，[8]还提出了一种基于联合目标优化的方法，将成本和等待时间考虑在内，以便在向FL参与者分配收益时实现额外的公平性。与上述方法不同，本文提出的FPPDL框架没有利用货币收益来实现公平对待FL参与者。相反，它为每个人分配了不同版本的FL模型，其性能与他的贡献相称。这代表了现有联合学习的另一种范式，即所有参与者都会收到相同的最终外语模型。

# 3         准备工作

在本节中，我们将介绍构成所提出的FPPDL框架的关键技术，包括差分隐私、同态加密和区块链。

## 3.1       差别隐私

差分隐私1[29]通过以（i）计算效率，（ii）不允许攻击者恢复原始数据，以及（iii）不会严重影响实用性的方式干扰数据来权衡隐私性和准确性。
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*此外*M=0*如果δ.*

差别隐私的形式化定义有两个参数：隐私预算衡量隐私泄露*δ*限制隐私丢失超过的概率。的值在算法重复访问私有数据时累积[30]。

## 3.2       同态加密

同态加密是一种广泛用于以安全方式导出聚合的加密形式。现有的同态加密技术包括完全同态加密、部分同态加密和部分同态加密。完全同态加密可以支持密文的任意计算，但效率较低[31]。另一方面，有些同态加密和部分同态加密只支持有限数量的操作[32]。

然而，所有这些技术通常导致密文比明文更长，从而产生额外的通信成本。为了解决这一问题，我们从流密码[33]中得到启发，开发了高效的同态密文压缩算法，该算法还允许在不同密钥流下加密的密文上进行加法同态运算。更多详情见第5.2.1节。

## 3.3       块链

区块链是一个分散的（即点对点、非中介）系统，由系统中的所有参与者维护。区块链有两种类型，即无许可区块链和许可区块链。使用无许可的区块链，如比特币[34]，参与者可以随时加入和离开，参与者的数量不是预先定义的，也不是固定的。对于许可的区块链（又称联盟区块链），如IBM的Hyperledger结构，参与者需要系统的许可才能加入或离开。参与者的集合通常是预先定义的[35]。

对于参与者相对稳定的应用程序，允许的区块链是首选。它可以作为一个分布式的密钥-值存储，其中需要一个容错（又称拜占庭协议）方案来达成对全局状态的共识。区块链以其透明度、责任性和稳健性而闻名，数据和所有操作都以附件方式记录在区块链上，所有参与者都可以访问。直观地说，联邦深度学习的增量特性使其适合于利用区块链。然而，需要开发一种将区块链与隐私保护深度学习相结合的合理方法。

# 4         FPPDL框架

本节描述了我们提出的去中心化公平和隐私保护深度学习（FPPDL）框架的设计，并研究了区块链作为FPPDL的分散架构。表2列出了本文中使用的符号及其含义，以便于阅读。

表2：符号列表。
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|  |  |
| --- | --- |
| 符号 | 意义 |
| *D我*, *米我* | 地方培训数据与地方党建模式*我* |
| *SDi公司* | *µ*党随机抽取的DPGAN样本*我* |
| *p我*, *d我* | 点和梯度下载党的预算*我* |
|  | 党的地方公信力和更新的地方公信力*j我* |
| *用户界面* | 缔约方发布的DPGAN样品数量*我* |
| *dj我* | 释放到参与方的有意义坡度数*j我* |
| *λj* | 共享度*j* |
| *saccj、accj* | 独立和最终模型精度*j* |
| ∆*威斯康星州* | 党的梯度向量*j* |
| ∆*w***˜***吉* | 通过用0填充剩余梯度来屏蔽与参与方共享的参与方的梯度向量*j我* |
| *威斯康星州* | 上一轮参与方参数*我* |
| *w我*0 | 本轮更新了参与方参数*我* |
| *n* | 参与方数量 |
| *c第* | 可信度阈值下限 |
| *C* | 三分之二的缔约方同意的具有上述当地信誉的可信方*cth公司* |
| *乔丹* | 多数标签和参与方的预测标签之间的匹配数*j* |
| （sk00）*我，pk我* | 分别用于签名和验证的方密钥对*我* |
| *基* | 方的密钥流用于第一层三层洋葱式加密*我* |
| *fsk公司* | 新鲜对称加密密钥用于第二层三层洋葱式加密 |
| （滑雪、pki） | 用于解密和加密的第三层三层洋葱式加密的密钥对*我* |
| *Enc公司* | 同态加密 |
| *森克* | 对称密钥加密 |
| *Aenc公司* | 公钥加密 |
| *E* | 每轮本地训练时数 |
| *B、 lr公司* | 本地批大小、本地学习率 |

![](data:image/gif;base64,R0lGODlhUQEBAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAABRAQEAgAAAAAAAAAIRRI6py+0Po5y02ouz3rz7BxQAOw==)

## 4.1       设计目标

### 4.1.1        隐私保护

在FPPDL中，我们假设双方不信任对方或任何第三方。因此，在没有隐私保护承诺的情况下，当培训一个联合模型时，各方可能不愿意共享他们的信息。在FPPDL中，各方不共享原始数据或模型参数，而是利用差异私有GAN（DPGAN）发布差异私有本地样本，以便在初始基准测试阶段进行相互评估。然后，他们使用提出的三层onionstyle加密方案对共享梯度进行加密，以在协作深度模型训练期间保护隐私。

### 4.1.2        公平

由于我们在这里的重点是根据参与者的贡献向参与者分发最终FL模型的不同变体，因此与我们的目的最相关的公平概念是通过意识实现公平。在这个概念下，在为特定任务定义的相似性度量方面相似的个体应该得到相似的结果[36]。高贡献的党应该得到比低贡献党更多的奖励。此外，我们还明确指出，低贡献方并非恶意的，即他们诚实地遵守协议，以从其他方的数据中获益为目标，但贡献很少，甚至几乎没有贡献或消极贡献。在协作模型培训场景下，我们将协作公平定义为：

**定义2。***合作公平。在协作学习系统中，高贡献方理应获得比低贡献方更好的本地模型。特别地，在IID环境下，公平性可以通过各方贡献与其各自最终模型精度之间的相关系数来量化。*

考虑到这两个目标，我们设计了一个本地可信度互评机制，以加强FPPDL中的公平性，即参与者使用他们的“积分”以“赚取并支付”的方式交换信息。每个参与者的本地可信度和点数通过初始基准测试阶段初始化，并通过保留隐私的协作深层模型培训进行更新。

其基本思想是参与者可以通过向其他参与者提供他们的信息来获得积分。然后，他们可以使用所获得的积分与其他参与者交换信息。因此，鼓励参与者上传更多的样本或梯度来获得更多的分数（只要在共享级别的限制之内），并使用这些点从其他人那里下载更多的梯度。所有交易都被记录为区块链中不可变的交易，从而提供透明度和可审计性。尤其是，FPPDL确保下载和上传过程的公平性，如下所示：

•：由于一方可能对不同的当事方作出不同的贡献，因此该方的信誉可能与不同方的观点不同。因此，每一方记录一个私有的本地可信列表，该列表按可信值的降序排序。在政党的可信度列表中，政党的可信度越高，政党就越有可能从政党下载梯度，因此，政党对政党的奖励就越多。**下载***我j我我jj我*

•：一旦一方收到本地渐变的下载请求，它就可以根据请求方的下载请求和自己的共享级别来确定要发回多少有意义的渐变。**上传**

## 4.2       基于区块链的架构

为了开发FPPDL的去中心化架构，我们使用区块链2.0将隐私保护深度学习算法整合到私有区块链中，该区块链仅对参与方可用。与当前基于服务器的架构相比，FPPDL继承了区块链的peerto-peer架构，允许各方保持模块化，同时与其他方进行互操作。此外，每一方都保持对自己数据的完全控制，而不是将控制权拱手让给中央服务器。此外，区块链提供了自动协调

各方的加入和离开，进一步促进了联盟的独立性和模块化。区块链，没有单点故障，也增强了稳健性。在这里，我们为FPPDL设计了两种类型的区块链，即init区块和作业区块。

**初始化块**初始化各方培训数据有用性的基准测试，作为一组初始事务。init事务包含事务创建者获得的初始点、它提供的DPGAN示例以及将用于验证未来事务的公钥。区块链的genesis块（即第一块）是init块，它根据参与者的相对贡献包含初始点和局部可信性值，如算法1所述。如果任何参与方在以后的更新过程中加入或添加新数据，将创建一个新的init块并将其添加到现有的

块链。

**操作块**包含一组定义上载操作和/或下载操作的事务。所有上传和下载事务都由其创建者使用与init事务中记录的公钥相关联的私钥签名。上载操作承诺数据所有者已将本地模型渐变上载到发送下载请求的一方。下载操作声明一个参与者被提交一个命令，请求其他参与者进行一些本地模型更新。收到下载交易后，区块链矿工验证其签名，检查请求者是否有足够的平衡点来下载请求的梯度数，并将验证的交易记录在操作块中。一旦下载交易记录在区块链中，请求的本地模型梯度将被加密并由所有者上传到可公开访问的存储器中，并使用下载交易中定义的接收者公钥重新加密。

本地模型梯度的隐私通过三层洋葱式加密方案得到保护（见第5.2节）。第一层通过我们提出的基于对称密钥的同态加密算法（算法3）对局部模型梯度进行加密，该算法允许各方在不暴露单个梯度的情况下学习所接收梯度的集合，即当事方的遗忘。第二层和第三层提供了一个标准的混合加密过程：第二层使用新生成的对称密钥重新加密第一层密文，第三层使用请求方的公钥进行加密。通过这种方式，我们可以最小化基于非对称密钥的加密所需的计算成本。上传的加密本地模型梯度（例如，密文的散列值，如图3所示）的承诺将包括在上传事务中。*fsk公司fsk公司我公钥基础设施*

在我们的私有区块链中，只有付费的请求者才能读取明文。其他人可以验证此事务是否已发生，但无法读取明文。当请求者责怪数据上传者时，数据上传者会将明文显示为证据。在这种情况下，申请人将被迫支付罚款，在提交索赔时，如果它被证明是不诚实的索赔。一旦上传交易记录在区块链中，点将自动从请求者转移到上传者。图2和图3分别示出了由区块链存储的初始化和下载事务的示例。对于我们的应用场景，我们期望有一组相对稳定且规模较小的参与者，例如承担法律责任的金融机构，它们属于涉及业务参与者的横向联合学习（HFL）的保护伞[37]。这允许我们采用许可的区块链。
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图2：成因块体构造示例。它主要包含两个关键组成部分，一个是以Merkle树的叶子组织起来的一组初始事务；另一个是参与者通过底层共识协议（如PBFT或PoS）达成的共识协议，这是特定于已部署区块链的。init事务中的是参与方的签名验证密钥。*pk键我*0 *我*
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图3：操作块的示例结构。它主要包含三个关键组件，即前一个块的hash值Prev Block hash，一组Merkle树组织的上传/下载事务，以及该块的一致同意。特别地，Prev块散列将当前块链接到前一块，并且上载事务中的请求充当对关联的下载事务的引用。在下载事务中，公钥将在我们的三层onionstyle加密方案的最后一层使用，是该事务的唯一请求ID，将通过DLD请求在相应的上载事务中引用，并且是该事务的签名。，分别指同态加密、对称密钥加密和公钥加密。*公钥基础设施请求西格Enc公司森克Aenc公司*

# 5         FPPDL的实现
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**输入：参与方数量，C=1。，n***n*{}

**输出：当地信誉和各方得分**1： aprior模型预训练：各方基于其本地训练数据训练独立模型和本地DPGAN。2： 共享级初始化：初始化时，party随机选择本地DPGAN生成的人工样本发布给任何一方，共享级别自主确定为=ui/| Di |，其中| Di |为party的本地培训数据大小。*我惯性矩我用户界面jλi我*

3： 局部可信度初始化：Party通过其局部模型对接收到的人工样本进行标记，然后将预测的标签返回给Party。同时，该党还为自己的DPGAN样品贴上标签。然后，党对所有预测的标签进行多数票表决，从而初始化政党的地方公信力*j乔丹我我惯性矩我*![](data:image/gif;base64,R0lGODlhQQARAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAABBABEAgAAAAAAAAAJZhI+pe8EPo5yUuYrfzcj5uHGdaFwhdJJqA6Sr9lrJ6QVfObe6fFfuX1uYJBuXTPHb6Yox1uepxDWGU9YEavTloFJltokkgl+91Vd7bqbFY9C43I6P5HQroAAAOw==)，其中是多数标签和party的预测标签之间的匹配数，是party发布的DPGAN样本数。详细说明见第5.1.1节。*乔丹j用户界面我*

4： 地方公信力规范化：![](data:image/gif;base64,R0lGODlhTgAcAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAABOABwAgAAAAAAAAAKEhI+py+0Po5wx0Iszs7p7yH3iSJaihZrqFarturzvOMNIXeJ27O7VCUjVhMGdTnLEhIjMYvPpjHKSGx70Ks1iA9TDsjHk+m5FQ9dx7tnEY0oa/Kb52G3vOK4h3ud1cr4MloDnNiFjN6gWaCbIs1gFg0MXCdK4gqVg6Mj42Idp17mWcVYAADs=)

**如果那样的话***c吉<c级第*

党报党为低贡献党*我j*

**结束if**

5： 可信方集：如果大多数参与方报告参与方为低贡献方，区块链将该方从可信方集中移除，所有各方再次运行第4步。6： 下载渐变的点初始化：=λi | |\*（n−1）。*jjC圆周率威斯康星州*
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初始化本地可信度值，通过初始基准测试共享级别和点数，以及如何在隐私保护协作深度学习阶段更新本地可信度值和点数，然后量化公平性。两阶段的实现如图4所示。

## 5.1       初始基准

提出的初始对标算法的目的是在协作模型训练开始之前，不需要查看原始数据，而是通过相互评估来评估每个参与者的本地训练数据质量。该算法的工作原理是：每个参与者根据其局部训练数据训练一个DPGAN，生成人工样本。然而，这些生成的样本不会揭示真正敏感的例子，以及数据的真实分布，而只是在DPGAN中使用的适度隐私预算内的一些隐式密度估计。每个参与者根据各自的共享级别发布单独生成的人工样本，而不发布标签。所有其他参与者使用他们预先训练的独立模型对接收到的人工样本进行预测，并将预测的标签发送给生成这些样本的一方。

共享人工DPGAN样品的目的有两个：

1） 在协作学习开始之前获取有关单个模型的先验信息。如果参与者没有合理数量的培训数据来生成一个像样的模型，那么在初始评估阶段，它的表现将很差。因此，其他参与者在与它共享梯度时会非常谨慎。

2） 获得其他参与者数据分布的粗略估计。只有当两个参与者的数据分布不同，但有一定程度的重叠时，他们才能互惠互利。假设两个参与者A和B发布了几乎相同的人工样本，这意味着他们的训练数据分布几乎相同。在这种情况下，B的更新不太可能提高模型A的精度，反之亦然。因此，在随后的通信回合中，A和B应避免从对方下载更新。其他参与者可以选择从A或B下载更新，但不能同时从A或B下载更新。另一方面，假设参与者A和B具有完全不同的数据分布，B的更新不可能提高模型A的精度，反之亦然。因此，在随后的回合中，A和B也应该避免从对方下载更新。此外，假设A的数据分布与所有其他参与者的数据分布不同，所有这些参与者都应尽量避免A。这会自动处理这样的场景：一个诚实的参与者发布一些渐变，而所有其他诚实参与者将非常低的可信度分配给发布者。在这种情况下，发布者的数据分发与其他参与者的数据分发完全不同。因此，降低出版商的信誉是合理的。

接着详细介绍了算法1中初始基准测试的具体步骤，包括：局部可信度初始化、共享级别和点初始化。

### 5.1.1        局部可信度初始化

对于局部可信度初始化，每一方将所有组合标签的多数票与某一方的预测标签进行比较，以评估该方的效果。它依赖于这样一个事实，即所有组合标签的多数投票反映了大多数政党的结果，而政党的预测标签只反映了政党的结果。*jj*

For example, in the case of party initializing local credibility list for other parties, party broadcasts its DPGAN samples to other parties, who label these samples using their pre-trained standalone models, and send the corresponding predicted labels back to party . Meanwhile, party also labels its own artificial samples using its pre-trained standalone model, then combines all parties&apos; predicted labels as a label matrix with total columns, where each column corresponds to one party&apos;s predicted labels. Party *i i ii n i* then initializes the local credibility of party, where *mj* is the number of matches between the majority labels and party &apos;s predicted labels, and is the number of DPGAN samples released by party . Afterwards, party normalizes within [0,1].*jui ii cji*

|  |
| --- |
| st |

If the majority of parties report that the local credibility of one party is lower than the threshold , implying a potentially low-contribution party, it will be banned from the local credibility lists of all parties. Here, is mainly used to detect and isolate the low-contribution party, and it should be agreed by the majority of parties. However, it should not be too small or too large as fairness and accuracy may be affected. If it is too small, it might allow low-contribution party to into the collaborative learning system without being detected and isolated. If it is too large, it might ban most participants from the system. In the following update process, party is more likely to download gradients from more credible participants, while download less, even ignoring those published by less credible parties.*cthcth i*

### 5.1.2        Sharing Level and Points Initialization

Sharing level is denoted by the the upper bound of the number of samples or gradients one party can share with others. Based on the number of artificial samples that party publishes at the beginning, a suitable sharing level of party can be automatically estimated as = ui/|Di|, where is the local training data of party . Points are initialized as follows:*ui i i λi Di i*

*pi* = λi ∗ |*wi*|∗(n − 1) (1)

where is the sharing level of party (i.e., the higher, the more data one party would like to share), || is the number of model parameters, and is the number of parties. The points gained from initial benchmarking will be used to download gradients in the following collaborative learning process, and the number of gradients can downloaded depends on both the local credibility and sharing level of the party from which it is requesting.*λi i win i*

### 5.1.3        Differentially Private GAN (DPGAN)

During initial benchmarking, although each party only releases a small amount of unlabeled samples, it may still disclose privacy of local training data. The approach of generating samples under differential privacy with generative adversarial network (GAN) offers a solution to this problem. Under FPPDL, we train a Differentially Private GAN (DPGAN) by adding tailored noise to the gradients during DPGAN learning [38] at each party.

In the context of a GAN, the discriminator is the only component that accesses the private real data. Therefore, we only need to train the discriminator under differential privacy. The differential privacy guarantee of the entire GAN directly follows because the computations of the generator are simply post-processing from the discriminator. The main idea follows the post-processing property of differential privacy [29], as stated in Lemma 1.

To counter the stability and scalability issues of training DPGAN models, we apply multi-fold optimization strategies, including weight clustering, adaptive clipping and warm starting, which significantly improve both training stability and utility [38]. Unlike PATE [39], where privacy loss is proportional to the amount of data needed to be labeled in public test data, differentially private generator can generate infinite number of samples for the intended analysis, while rigorously guaranteeing -differential privacy of training data. Without loss of generality, we exemplify DPGAN in the context of the improved WGAN framework [40] and let each party generates a total of 1,000 artificial samples. As demonstrated in [38], DPGAN is able to synthesize both grey and RGB image with inception scores fairly close to the real data and samples generated by regular GANs without any privacy protection.

**Lemma 1.** *Let algorithm* A : R→ R be a randomized*n*

*algorithm that is (,δ)-differentially private. Let f* : R → R◦ A : R→ R0 *be an arbitrary randomized mapping. Then f n* 0 *is*

![](data:image/gif;base64,R0lGODlhFQANAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAVAA0AgAAAAAAAAAIkhI+Joe3MnIqyUmpwggAHvWSiCHYHN0rReqqt5ZlpqpXVjScFADs=)*)-differentially private.*

Meanwhile, it is well-known that larger amount of train-

|  |
| --- |
| **Algorithm 2** Privacy-Preserving Collaborative Deep Learning    **Input: , , , , , , ,** *Ccjipipjdiλjwi*∆*wj*  **Output: updated points , , parameters , and local credibility***p*0*jp*0*iwi*0  1: Trade gradients as per download requests, local credibility, and sharing level; Party points update: In each communication round, party aims to download total = pi gradients from all parties in , while party ∈ C \ i can at most provide × |∆| gradients, one point is consumed/rewarded for each download and upload. Each party updates local model parameters based on the gradients of party ∈ C \ i as follows: for*i di Cj λj wji j*  *i* = (c*i* ∗ *i j* ∆*wj* ), *pj* = p*j* + *i*, *pi* = p*i* − *i*  ∆= ∆, party first chooses meaningful gradients from ∆according to “largest values” criterion: sort gradients in ∆and choose of them, starting from the largest, then masks the remaininggradients with 0 as ∆.*wji wjj dji wji wji dji w***˜***ji*  **end for**  2: Three-layer onion-style encryption: Party follows Algorithm 3 to encrypt the masked gradients ∆with its keystream*j w***˜***ji*  , and re-encrypts the encrypted gradients with a fresh symmetric encryption key as (c,fsk),*c fsk Senc*  the symmetric encryption key of the second layer is encrypted in the third layer by the receiver party &apos;s public key as (fsk,pki). Finally, the two-layer encrypted gradients (c,fsk) and the encrypted fresh symmetric encryption key (fsk,pki) are sent to party ;*ipki AencSencAenci*  3: Parameter update: party uses the paired secret key to decrypt the received encrypted fresh symmetric encryption key as , then uses to decrypt the two-layer encrypted gradients as *i ski fskfsk* , finally decrypts the sum of all the received gradients using homomorphic property and updates local parameters by integrating all its plain gradients ∆as: wi= + ∆+ ∆, where wi is party &apos;s local parameters at previous communication round.*wi* 0 *wiwi wi* P*j*∈C\i*w***˜***jii*  4: Local credibility update: party randomly selects and releases artificial samples to any party for labelling, mutual evaluation is repeated by following Step 3 of Algorithm 1 to calculate local credibility of party at current communication round as. Party updates local credibility of party by integrating its historical credibility as: = 0.2∗cji +0.8∗cij0, where is the local credibility of party at previous communication round.*i ui j j i j cji*0 *cji j*  5: Local credibility normalization:  **ifthen**  party reports party as a low-contribution party*i j*  **end if**  6: Credible party set: If the majority of parties report party as low-contribution, Blockchain removes party from credible*j j* |
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party set and all parties run Step 5 again.*C*

ing data causes less privacy loss, and allows for more iterations within a moderate privacy budget [30]. Due to the scarcity of training data of each party, data augmentation is exploited to expand local data size of each party to 100 times, which allows DPGAN to generate realistic samples within a moderate privacy budget. In particular, we augment original data with rotation range of 1 and width shift range and height shift range of 0.01.

In our study, we use moments accountant described in [30] to track the spent privacy over the course of training. Our DPGAN is able to generate realistic MNIST samples with and *δ* = 10−5, as shown in Fig. 5. Note that each party can individually train DPGAN and generate massive DPGAN samples offline without affecting collaboration.
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Fig. 5: Generated DPGAN samples with using the augmented 60000 MNIST examples of one party who owns 600 original MNIST examples.

## 5.2       Privacy-Preserving Collaborative Deep Learning

Algorithm 2 summarizes the steps for the privacypreserving collaborative deep learning in each communication round, including how to update points as per upload/download, how to preserve privacy of individual model updates using three-layer onion-style encryption followed by parameter and local credibility update, and credible party set maintenance by the Blockchain system. In particular, the gradients download budget of party , i.e., , is closely related with how many points party has in each communication round. More concretely, should not exceed , otherwise, party will not have enough points to pay for the gradients provided by other parties. Moreover, can be dynamically determined based on the existing points in each communication round. For simplicity, we initialize = pi in each communication round, but how many gradients can be downloaded will be dependent on both the local credibility list of the requester and sharing levels of the requested parties, which can be referred to Section 4.1. In the following sections, we will focus on the most important details for parameter update, three-layer onion-style encryption, and local credibility update.*idipi i di pii di pi di*

### 5.2.1        Parameter Update with Homomorphic Encryption

Sharing gradients can prevent direct exposure of the local data, but may indirectly disclose local data information. To further prevent potential privacy leakage from sharing gradients and facilitate gradients aggregation during the collaborative learning process, we use additive homomorphic encryption such that each party can only decrypt the sum of all the received encrypted gradients. Specifically, Vernam cipher or one-time pad (OTP) has been mathematically

proved to be completely secure, which cannot be broken given enough ciphertext and time. Therefore, we use simple and provably secure OTP for additively homomorphic encryption that allows efficient aggregation of encrypted data [41], [42]. The main idea of forming the ciphertext is to combine the keystream with the plaintext digits. Meanwhile, rather than XOR operation typically found in stream ciphers, which is unsecured under the frequency analysis attacks, our encryption scheme uses modular addition (+), and is hence very efficient [41]. The security relies on two important features: (1) the keystream changes from one message to another; and (2) all the operations are performed modulo a large integer [41].*M*

The detailed procedure for homomorphic encryption is presented in Algorithm 3. In practice, if = max(xi), is derived as = 2dlog. All computations in the remainder of this paper are modulo unless otherwise stated. However, all the original floating-point values need to be mapped to the integer domain by using Scaling, Rounding, Unscaling (SRU) algorithm [42]. A pseudorandom keystream can be generated by a secure pseudo random function (PRF) by implementing a secure stream cipher, such as Trivium [43], keyed with each party&apos;s keystream and a unique message ID. For encryption purpose, the secret keys are pre-computed through a trusted setup, which can be performed by a trusted dealer or through a standard SMC protocol.*p M M* 2(p×n)e*M k ki*

For example, a trusted key managing authority can generate these keystreams in each communication round, but the generated keystreams cannot be used more than once. The trusted setup generates non-zero random shares of 0: ∈C= 0, such that each participant ∈ C obtains a keystream . Note that if the Blockchain removes party from the credible party set , a new credible party set should be constructed.P*iki i kij CC*
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**Setup**

1: A trusted dealer randomly generates |C| keystreams: ∈ [0,M − 1], such that (mod )= 0, where is a large integer. 2: Party obtains keystream .*k*1*,...,k*|C| P*i*∈C*ki MM i ki*

**Enc(, )***mk*

1: Represent message as integer ∈ [0,M − 1]. 2: Let be a randomly generated keystream, where ∈ [0,M − 1].*m m k k*

3: Compute = Enc(m,k) = m + k.*c*

**Dec(, )***ck*

1: (c,k) = c − k.*Dec*

**AggrDec()***ki*

1: Let = Enc(mj,kj), where ∈ C \ i.*cj j*

2: Party uses −ki = to decrypt the aggregation of other parties as follows: (−ki) = P∈C\i− P∈C\i= P∈C\i.*i* P*j*∈C\i*kj Dec*P*j*∈C\i*cj,jcj jkj jmj*

![](data:image/gif;base64,R0lGODlhUQEBAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAABRAQEAgAAAAAAAAAIRRI6py+0Po5y02ouz3rz7BxQAOw==)

Model parameter of party is updated as per gradientsencrypted SGD as follows:*i*

*wi*0 = *wi* ![](data:image/gif;base64,R0lGODlh8QATAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAADxABMAgAAAAAAAAAL/hI+py+0Po5y0Whiu3rz7D4biSJamlxnZCrDnCytpPM10G7iXfeQ86fpZcg5fQohA9jZKZZF4wy01zRe0VRFWddeGs1NNSr7ZB4/M6EbR6TR76j29VZEzlo7+/mx2elIdM6O1EKYmeHRnFjcEJ0Z1lBKZ94TotxQpM/dBtGcp1sQHhTmmgqQ5BYjFouNYimh0KKOa2GrZNysblXjIi6l3CTf527baaNyqx3dMuGw82sN2ymGKettWnUWmnalY242z8iztuVu5POw8i25bXsTtl7plTk46/qp6JQnpfh08T8/IG0BX/tgh44SP4DZH1gT2i5VOVjEuuJrRuseqIkWHWQYvTsJTMZdGYMVAUoTY8dabkv9MZLyhjJnIZy11UbA3ImYgm/3+IGsn8yKKECgXBR3KMym+cEY6llH6jdROqFRreAyK08rKqlyVvrTalVnWsGTlgClbs2wBADs=)

= + ∆+ P∈C\i∆where and correspond to encryption and decryption operations in Algorithm 3, is the local parameters of party at previous round, ∆is the masked gradient vector of party shared with party , where only *wi wi jw***˜˜˜˜***ji Enc Dec wi i wji j idji* gradients are meaningful, i.e., elements of total |∆| *wji*elements are kept intact, while the remaining elements are nullified as 0. The second equality follows the homomorphic addition property, thus participant *i* can get the updated correctly after decryption, without having access to either ∆or ∆. FPPDL ensures party obliviousness by ensuring that each participant knows nothing but the sum of its received gradients in each communication round, and cannot infer any information about other participants&apos; data.*wi*0 *wji wj*

### 5.2.2        Three-layer Onion-style Encryption

However, as all parties need to store different encrypted gradients that are meant to be sent to different parties on Blockchain for commitment, all the encrypted gradients are also accessible to all parties. Applying public-key encryption on top of homomorphic encryption for authentication [42] can address this problem. However, as the released gradient vector is high-dimensional, encrypting gradient vector is both computation and communication expensive.

Therefore, we propose a three-layer onion-style encryption scheme. The first layer protects local model gradients by using symmetric key keystream for homomorphic encryption, as presented in Algorithm 3. The second layer and the third layer are classic hybrid encryption, as used in OpenPGP [44] for instance. In particular, in the second layer, a fresh symmetric encryption key will be generated and used to re-encrypt the ciphertext of the first layer, and then the fresh symmetric key is encrypted by using the receiver&apos;s public key in the third layer. In this way, the encryption of high-dimensional data becomes very effective, and the receiver could be authenticated as well: only the receiver who has the corresponding secret key paired with the public key can decrypt the two-layer encrypted gradients committed on the Blockchain.*kj fsk pki ski pki*

### 5.2.3        Local Credibility Update

Instead of using the standalone models as in the local credibility initialization, during each round of collaborative learning, each party randomly selects and shares a subset of DPGAN samples as per individual sharing level, then calculates the local credibility of other parties based on the returned labels, which are evaluated by using its updated local model at current round. The mutual evaluation follows the same procedure as in Step 3 of Algorithm 1. Finally, local credibility of each party is updated by integrating its historical local credibility as per Step 4 of Algorithm 2. In this way, local credibility of each party can be adaptively updated, reflecting more accurately how one party contributes to different parties during collaborative learning.

## 5.3       Quantification of Fairness

In collaborative learning system, collaborative fairness should be quantified from the point of view of the whole system. In this work, we quantify collaborative fairness through the correlation coefficient between party contributions (i.e., standalone model accuracy which characterizes the learning capability of each party on its own local data, and sharing level, which characterizes the sharing willingness of each party) and party rewards (i.e., final model accuracies of different parties).

Specifically, we take party contributions as the X-axis, which represents the contributions of different parties from the system view. In particular, in Setting 2, we characterize different parties&apos; contributions by their sharing levels and standalone model accuracies, as the party who is less private and has local data with better generalization empirically contributes more. In Setting 1 and Setting 3, we characterize different parties&apos; contributions by their standalone model accuracies, as the party who has local data with better generalization empirically contributes more. Moreover, in Setting 3, the party with more local data typically yields higher standalone model accuracy in IID scenarios. In summary, the X-axis can be expressed by Equation 2, where and denote the sharing level and standalone model accuracy of party respectively:*λj saccj j*

                                                nSetting 2*,*
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                                        {sacc1,···,saccn}, Setting 1&3

(2)

Similarly, we take party rewards (i.e., final model accuracies of different parties) as the Y-axis, as expressed by Equation 3, where denotes the final model accuracy of party :*accj j*

*y* = {acc1,···,accn} (3)

As the Y-axis measures local model performance of different parties after collaboration, it is expected to be positively correlated with the X-axis to deliver good fairness. Hence, we formally quantify collaborative fairness in Equation 4:
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where ¯ and ¯ are the sample means of and , and are the corrected standard deviations. The range of fairness is within [-1,1], with higher values implying good fairness. Conversely, negative coefficient implies poor fairness.*xyx ysx sy*

# 6         EXPERIMENTAL EVALUATION

In this section, we evaluate the performance of the proposed FPPDL framework by comparing it against the state of the art on real-world datasets.

## 6.1       Datasets

We implement experiments on two benchmark image datasets. The first is the MNIST dataset1 for handwritten digit recognition consisting of 60,000 training examples and 10,000 test examples. Each example is a 32x32 gray-level image [11], with digits locating at the center of the image. The second is the SVHN dataset2 of house numbers obtained from Google&apos;s street view images, which contains 600,000 training examples, from which we use 100,000 for training

1.  http://yann.lecun.com/exdb/mnist/

2.  http://ufldl.stanford.edu/housenumbers/

and 10,000 for testing. Each example is a 32x32 centered image with three channels (RGB). SVHN is more challenging as most of the images are noisy, and contain distractors at the sides. The size of the input layer of neural networks for MNIST and SVHN are 1024 and 3072, respectively. The objective is to classify the input as one of 10 possible digits within [“0”-“9”], thus the size of the output layer is 10. We normalize the training examples by subtracting the average and dividing by the standard deviation of training examples. For reproducibility purposes, our code will be made available here: https://github.com/lingjuanlv/FPPDL.

## 6.2       Baselines

We demonstrate the effectiveness of our proposed FPPDL framework by comparison with the following three frameworks. In all frameworks, stochastic gradient descent (SGD) is applied to each party.

1) framework: which assumes parties train standalone models on local training data without any collaboration. This framework delivers maximum privacy, but minimum utility, because each party is susceptible to falling into local optima when training alone.*Standalone*

2) framework: which allows a trusted server to have access to all participants&apos; data in the clear, and train a global model on the combined data using standard SGD. Hence, it is a privacy-violating framework.*Centralized*

3) framework: which enables parties to train independently and concurrently, and chooses a fraction of parameters to be uploaded at each iteration. In particular, as shown in [11], Distributed Selective SGD (DSSGD) achieves even higher accuracy than the centralized SGD because updating only a small fraction of parameters at each round acts as a regularization technique to avoid overfitting. Hence, we take DSSGD for the analysis of the distributed framework. As DSSGD with round robin parameter exchange protocol results in the highest accuracy [11] and facilitates fairness calculation, we follow the round robin protocol for DSSGD, where participants run SSGD sequentially, each downloads a fraction of the most updated parameters from the server, runs local training, and uploads selected gradients; the next party follows in the fixed order. Gradients are uploaded according to the “largest values” criterion.*Distributed*

## 6.3       Experiment Setup

For local model architecture, we consider two popular neural network architectures: multi-layer perceptron (MLP) and convolutional neural network (CNN), which are the same as in [11]. For local model training, we set the learning rate as 0.001, learning rate decay as 1e-7, and mini-batch size as 1. In addition, to reduce the impact of different initializations and avoid non-convergence, each party is initialized with the same parameter , then local training is run on individual training data to update local model parameter *w*0*wi*. To boost fairness, we let each party individually train 10 epochs before collaborative learning starts. For all experiments, we empirically set the local credibility threshold as via grid search, where |C| is the number of alive parties, i.e., credible parties in the system. Next, we investigate three realistic IID settings as follows:

**Setting 1: Same sharing level, same data size:** in the first case, sharing level of each party is set as 0.1, i.e., each party only releases 10% meaningful gradients during collaboration. For each party, we randomly sample 1% of the entire database as the local training data of each party, i.e., 600 examples for MNIST and 1000 examples for SVHN, this setting is the same as Shokri et al. [11] when the upload rate of each party equals 0.1;

**Setting 2: Different sharing level, same data size:** in the second case, sharing level of each party is randomly sampled from [0.1,0.5], and parties release meaningful gradients as per individual sharing level during collaboration. For each participant, we randomly sample 1% of the entire database as local training data as above.

**Setting 3: Different data size, same sharing level:** in the third case, we simulate the case where different parties have different data size. In particular, for MNIST dataset, we randomly partition total {2400, 9000, 18000, 30000} examples among {4,15,30,50} parties respectively. Similarly, for SVHN dataset, total {4000, 15000, 30000, 50000} examples are randomly partitioned among {4,15,30,50} parties respectively. The sharing level of each party is fixed to 0.1.

**Remark**. In Setting 1 and Setting 2, the purpose of allocating 600 MNIST examples or 1000 SVHN examples for each party is to fairly compare with Shokri et al. [11], in which each party is allocated with 600 MNIST examples or 1000 SVHN examples (small number of local examples to simulate data scarity which necessitates collaboration). Therefore, for MNIST, we simulate the total examples of 2400 (4 parties) up to 30,000 (50 parties). For larger datasets like 300,000 examples, it would require 500 parties, imposing heavy requirement on real deployment, while delivering similar analysis as in Sec. 6.4. We also remark that our Setting 2 and Setting 3 are relatively conservative, by increasing the contribution diversity among parties, for example, sampling sharing level from [0,1] instead of [0,0.5], partitioning data size among parties in a more imbalanced way, our FPPDL can definitely results in higher fairness.

## 6.4       Experimental Results

TABLE 3: Fairness of distributed framework and our FPPDL over MNIST dataset, with different model architectures, different party numbers (P-) and different settings as described in Section 6.3.*k*

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Setting 2 | | | | Setting 3 | | | |
| Distributed | | FPPDL | | Distributed | | FPPDL | |
|  | CNN | MLP | CNN | MLP | CNN | MLP | CNN | MLP |
| *P4* | -0.68 | 0.30 | **0.89** | **0.92** | -0.97 | 0.05 | **0.98** | **0.96** |
| *P15* | 0.20 | -0.15 | **0.76** | **0.82** | 0.03 | -0.07 | **0.90** | **0.83** |
| *P30* | -0.02 | 0.02 | **0.79** | **0.85** | 0.13 | 0.01 | **0.75** | **0.63** |
| *P50* | -0.16 | -0.05 | **0.75** | **0.67** | 0.14 | -0.07 | **0.72** | **0.60** |

For collaborative fairness comparison, we only analyze our FPPDL and the distributed framework using DSSGD, neglecting centralized framework and standalone framework, because parties cannot get access to the trained global model in the centralized framework, while parties do not collaborate in the standalone framework. Table 3 and Table 4 TABLE 4: Fairness of distributed framework and our FPPDL over SVHN dataset, with different model architectures, different party numbers (P-) and different settings.*k*

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Setting 2 | | | | Setting 3 | | | |
| Distributed | | FPPDL | | Distributed | | FPPDL | |
|  | CNN | MLP | CNN | MLP | CNN | MLP | CNN | MLP |
| *P4* | 0.27 | 0.26 | **0.78** | **0.76** | 0.28 | 0.20 | **0.97** | **0.93** |
| *P15* | 0.16 | 0.19 | **0.77** | **0.71** | -0.13 | 0.16 | **0.87** | **0.88** |
| *P30* | -0.14 | 0.12 | **0.68** | **0.65** | -0.15 | -0.27 | **0.67** | **0.78** |
| *P50* | -0.25 | -0.37 | **0.67** | **0.66** | -0.23 | 0.15 | **0.65** | **0.69** |

list the calculated fairness of the distributed framework and our FPPDL over MNIST and SVHN datasets, with different architectures, different party numbers and different settings, as detailed in Section 6.3. In particular, we omit the results for setting 1 with the same sharing level and same data size, as fairness is a less concerned problem in this setting. All the fairness results for setting 2 and setting 3 are averaged over five trails to reduce the impact of different initialization in each trail.

As is evidenced by the high positive values of fairness, with most of them above 0.5, FPPDL achieves reasonably good fairness, confirming the intuition behind fairness: the party who is less private and has more training data delivers higher accuracy. In contrast, the distributed framework exhibits bad fairness with significantly lower values than that of FPPDL in all cases, and even negative values in some cases, manifesting the lack of fairness in the distributed framework. This is because in the distributed framework, all the participating parties can derive similarly well models, no matter how much one party contributes.

**System-level Convergence**. For accuracy comparison, following [11], we report the best accuracy when running the distributed framework using DSSGD and our FPPDL on MNIST dataset. For DSSGD, we adopted round robin protocol, and set the upload rate as 0.1 (= 0.1) [11], which is equivalent to our Setting 1, we omit the learning curves of DSSGD in Setting 2 and Setting 3 as they approximate the learning curve in Setting 1. Fig. 6 and Fig. 7 present the accuracy trajectories when running different frameworks over MNIST with MLP and CNN architectures. The x-axis corresponds to epochs (communication rounds) (1 round=1 epoch, when the number of local epochs = 1), and y axis corresponds to the maximum accuracy achieved by all parties in each round, hence the curve of our FPPDL is not necessarily associated with a particular party, but it is expected that the highest accuracy is achieved by the most contributive party in our FPPDL, as demonstrated by the individual convergence in Fig. 9, Fig. 10 and Fig. 11.*θu E*

|  |
| --- |
| Fig. 6: System convergence for MNIST MLP. Collaboration involves different number of parties in {4,15,30,50}.    Fig. 7: System convergence for MNIST CNN. Collaboration involves different number of parties in {4,15,30,50}. |

Note that the convergences of the standalone framework in Setting 1 and Setting 2 are the same, as these two settings share the same data shard. It can be observed that FPPDL did not change the overall behavior of convergence in all settings, while achieving comparable accuracy to the non-private frameworks, and delivering both fairness and privacy. We notice that our FPPDL achieves slightly slower convergence rate and more fluctuations (especially in early stages of convergence) compared to the distributed framework, this is partly attributed to the individual training of 10 epochs before collaborative learning starts, as we found that collaboration from the state of 10 epochs of local training results in better fairness than the collaboration from the beginning.

Another important reason is that to strike a good balance between computational efficiency, communication cost and convergence rate, we enforce parties to share their local model updates after each epoch of local training (= 1), where the shared gradients is the average of the gradients over the whole local training data, rather than a single example, a mini-batch or multiple local epochs, which may also affect convergence. We hypothesise that the convergence rate is also closely related with our chosen hyperparameters = 1,E = 1,lr = 0.001 (: number of local training epochs in each communication round; : local batch size; : local learning rate). Better convergence can be achieved by varying the amount of local computation per communication round, local batch size or the learning rate, as indicated in Fig. 8 and Fig. 11 by using B=10, E=5, lr=0.15.*E B EBlr*

**Individual Convergence**. To investigate the impact of our FPPDL on individual convergence, Fig. 9 and Fig. 10 further depict the accuracy trajectory of each party when running Standalone framework and our FPPDL with CNN architecture over MNIST across 100 communication rounds. For the sake of brevity, we only report experimental results obtained for the collaboration among 4 parties and 15 parties in Setting 2 and Setting 3. It can be observed that our FPPDL consistently delivers better accuracy than any standalone model obtained by any individual party, at the cost of slower convergence and more fluctuation. However, most parties can converge within the first 20 rounds, except those with lower standalone accuracy. For example, in Figure 10 (d), party 4 and party 9 encounter higher fluctuations compared with the other parties with higher standalone accuracy. More importantly, these figures confirm that our FPPDL enforces all parties to converge to different local models, which are better than their standalone models without any collaboration, thereby offering fairness as claimed.

To speed up convergence and alleviate fluctuations, we further experiment with larger number of local epochs, larger local batch size, and higher learning rate. As corroborated by Fig. 11, by setting = 10,E = 5,lr = 0.15, each party can converge faster, without affecting both accuracy and fairness. For example, for P15 in Figure 10 (d), it needs 65 communication rounds for all parties to converge using = 1,E = 1,lr = 0.001, while it only needs 50 communication rounds using = 10,E = 5,lr = 0.15 in Figure 11 (d). However, this faster convergence and less fluctuations come at the cost of local computation at each party.*B B B*

|  |
| --- |
| Fig. 8: System convergence for MNIST MLP and CNN using our FPPDL in Setting 2 and Setting 3 (B=10, E=5, lr=0.15).    Fig. 9: Individual convergence for MNIST CNN using Standalone framework and our FPPDL (P4, B=1, E=1, lr=0.001).    Fig. 10: Individual convergence for MNIST CNN using Standalone framework and our FPPDL (P15, B=1, E=1, lr=0.001).    Fig. 11: Individual convergence for MNIST CNN using our FPPDL in P4 and P15 (B=10, E=5, lr=0.15). |

Table 5 provides the accuracy results we obtain when running different frameworks on MNIST dataset of {4,15,30,50} parties for different neural network architectures. For all frameworks, we report the best accuracy the system can achieve across all rounds. In particular, in our FPPDL, fairness enables each party to get a different local model after collaborative learning, and we expect that the most contributive party derives a local model with maximum accuracy approximating the non-private centralized and distributed frameworks. Similarly, Table 6 provides the accuracy on SVHN dataset. For both MNIST and SVHN datasets using CNN and MLP architectures, we show the worst accuracy for standalone SGD (minimum utility, maximum privacy). In particular, FPPDL obtains comparable accuracy (less than 2%) to both the centralized framework and the distributed framework using DSSGD without differential privacy, and consistently achieves higher accuracy than the standalone SGD. For example, as shown in Table 5, for MNIST dataset of 50 parties with CNN model, our FPPDL achieves 98.07%-98.22% test accuracy under different settings, which is higher than the standalone SGD 94.05%, and comparable to 98.83% of the distributed framework using DSSGD without differential privacy, and 98.58% of the centralized framework.

The above fairness results in Table 3 and Table 4, and accuracy results in Table 5 and Table 6 demonstrate that our proposed framework FPPDL achieves reasonable fairness, at the expense of a tiny decrease in model utility.

Moreover, to investigate how fairness and accuracy change with the local credibility threshold , we implement a four-party scenario (P4) under both normal settings*cth*
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| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| TABLE 5: MNIST accuracy [%] after 100 communication rounds, achieved by Centralized, Standalone, Distributed (DSSGD without DP, round robin, = 10%) and FPPDL (three settings as described in Section 6.3) frameworks using MLP and CNN architectures. P-indicates there are parties in the experiments.*θu k k*   |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | | Framework |  | M | LP |  |  |  | CNN | |  | | P4 | P15 | P30 | P50 | P4 | P15 |  | P30 | P50 | | *Centralized* | 91.68 | 95.17 | 96.28 | 96.85 | 96.58 | 98.19 |  | 98.52 | 98.58 | | *Distributed* | 91.67 | 95.17 | 96.33 | 97.35 | 96.25 | 98.04 |  | 98.63 | 98.83 | | *Standalone (Setting 1*&*2)* | 87.39 | 88.06 | 88.64 | 88.80 | 93.81 | 93.46 |  | 94.04 | 94.05 | | *Standalone (Setting 3)* | 89.61 | 88.83 | 89.57 | 89.52 | 94.42 | 95.44 |  | 95.11 | 95.45 | | *FPPDL (Setting 1)* | 90.13 | 94.42 | 94.88 | 95.57 | 95.93 | 97.19 |  | 97.62 | 98.07 | | *FPPDL (Setting 2)* | 91.92 | 95.70 | 95.94 | 96.23 | 95.50 | 97.34 |  | 97.84 | 98.14 | | *FPPDL (Setting 3)* | 90.75 | 94.37 | 94.75 | 95.21 | 95.23 | 97.50 |  | 97.82 | 98.22 |   TABLE 6: SVHN accuracy [%] after 100 communication rounds, achieved by Centralized, Standalone, Distributed (DSSGD without DP, round robin, = 10%) and FPPDL (three settings as described in Section 6.3) frameworks using MLP and CNN architectures.*θu*   |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | | Framework |  | M | LP |  |  |  | CNN | |  | | P4 | P15 | P30 | P50 | P4 | P15 |  | P30 | P50 | | *Centralized* | 75.40 | 83.08 | 85.77 | 87.15 | 90.50 | 91.88 |  | 93.42 | 95.44 | | *Distributed* | 78.34 | 85.49 | 87.64 | 89.21 | 91.78 | 93.03 |  | 95.75 | 96.19 | | *Standalone (Setting 1*&*2)* | 57.85 | 58.77 | 57.90 | 59.18 | 80.24 | 80.74 |  | 81.29 | 81.60 | | *Standalone (Setting 3)* | 59.05 | 59.13 | 60.09 | 60.22 | 81.57 | 81.92 |  | 82.06 | 82.31 | | *FPPDL (Setting 1)* | 73.74 | 82.55 | 84.86 | 86.51 | 90.07 | 91.18 |  | 92.74 | 94.83 | | *FPPDL (Setting 2)* | 74.16 | 82.67 | 85.25 | 86.57 | 89.91 | 91.15 |  | 92.59 | 95.18 | | *FPPDL (Setting 3)* | 74.57 | 82.95 | 85.37 | 86.34 | 89.53 | 91.03 |  | 93.13 | 94.89 | |

(Setting 2 and Setting 3 in Section 6.3) and malicious setting

(1 malicious party as indicated in Section 7). As shown in Fig. 12, both fairness and accuracy can keep relatively high values when *cth* is within . In contrast, too small allows even the malicious party to sneak into the collaborative learning system without being detected and isolated, resulting in lower fairness, as manifested by the last figure of Fig. 12. On the contrary, too large *cth* might isolate most participants in the system. For example, will terminate the system within the first 5 rounds during the second stage of collaborative learning, resulting in both lower fairness and accuracy; and *cth* = min{|![](data:image/gif;base64,R0lGODlhHQABAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAdAAEAgAAAAAAAAAIFRI6pu1AAOw==)*C*|−2 1*,*1} will terminate the system after the first stage, and second stage of collaborative learning will never start, thus there is no collaborative fairness. These results validate our hypothesis in Section 5.1.1 and provide empirical support on our chosen in Section 6.3.

**Complexity Analysis**. The main communication cost occurs when each party sends its encrypted gradients to the other (n − 1) parties, resulting in (n − 1) ∗ L ciphertexts, where and are the number of parties and the size of the released gradients (the encrypted symmetric key size is negligible compared with the encrypted gradients). Therefore, our framework is applicable to practical applications to businesses [37], such as biomedical or financial institutions where the number of parties is limited. On the other hand, the main computation cost occurs at each party who needs to train a local DPGAN during initial benchmarking, compute local gradients, and conduct three-layer onion-style encryption during collaborative deep learning. However, all parties can individually train their DPGAN models offline before collaborative deep learning starts, and all parties can individually train local models in parallel, hence deep learning computation cost is not an obstacle for those parties with enough computational power. Moreover, our encryption scheme using stream ciphers and hybrid encryption is relatively efficient, because encrypting a short plaintext (i.e., the symmetric key) requires only one asymmetric operation, while encrypting a longer message (released gradients) would in theory require many asymmetric operations.*n L*

# 7         DISCUSSIONS

**Data Augmentation and Collaboration.** To facilitate credibility initialization, we apply data augmentation to expand local data size to help DPGAN generate reliable samples within a moderate privacy budget. However, data augmentation is intended to increase the amount of training data using information inherent in local training data, and thus improve the generalizability of local model, while not helpful for generalizing to unseen data. In other words, it cannot represent global distribution, and this explains why parties still need collaboration for better utility even after data augmentation. By using DPGAN, it not only preserves privacy of the original data, but also preserves privacy of the augmented data that are similar to the original data.

|  |
| --- |
| Fig. 12: How affects fairness and accuracy in normal and malicious settings. First two figures correspond to setting 2 with sharing level of [0.01,0.1,0.25,0.35] and [0.1,0.2,0.3,0.4], and setting 3 with data shard of [437,980,150,833] among four honest parties. The last figure simulates setting 3 with data shard of [437,980,150,833]) among four honest parties*cth* |

**Fairness and Privacy.** With three-layer onion-style encryption, privacy is better preserved without compromising utility. We ensure fairness from two ways: (i) during initial benchmarking, parties generate DPGAN samples based on their local training data, which are then evaluated by other parties&apos; standalone models to mutually initialize the local credibilities of other parties; and (ii) during collaborative learning process, each party randomly selects and shares a subset of DPGAN samples as per individual sharing level at each round of communication, then updates the local credibility values for other parties who evaluate the received DPGAN samples using their local models at current round. Therefore, local credibility of each party keeps changing, reflecting more accurate relative contribution and thus possessing better fairness. Differentially private training of deep models provides another alternative solution by releasing gradients after each epoch or several epochs of and one more malicious party indicated in Section 7.

.

local training, thus enabling each party to verify the claims of other parties and update their local credibility values as per the received gradients during collaborative learning process. One obstacle is that differentially private models may significantly reduce utility for small values.

**Attacker Prevention.** Although the capability of detecting and isolating malicious parties is not the main focus of this paper, we next discuss how our design can help prevent certain behaviours of inside attacker, and resist the outside attacker as a by-product of FPPDL.

For an inside attacker who is a participant in the decentralized system, we specially consider an interesting case: a free-rider without any data, and we remark that this freerider belongs to the category of low-contribution party. During initialization, this free-rider may choose to send the fake information to other parties. For example, it may randomly sample from 10 classes as predicted labels for the received DPGAN samples, then release them to the corresponding party who publishes these DPGAN samples and requests labels. When the publisher receives the returned random labels from the free-rider and detects that most of them are not aligned with the majority voting, i.e., , then the free-rider will be reported as a “low-contribution” party. If the majority of parties report the free-rider as “lowcontribution”, then the Blockchain rules out the free-rider from the credible party set, and all parties would terminate the collaboration with the free-rider. In this way, such a malicious party is isolated from the beginning, while the collaboration among the remaining parties will not be affected. Even though the free-rider might succeed in initialization somehow, its local credibility would be significantly lower compared with the other honest parties.

To further detect and isolate this malicious party during the collaborative learning process, we repeat mutual evaluation at each round of collaborative learning by using samples generated at the initialization phase, i.e., each party randomly selects and shares a subset of DPGAN samples as per individual sharing level in each round of collaborative learning, then updates the local credibility values of other parties by comparing the majority labels with the received labels output by the local models of other parties in current round of training. Hence, the chance of the survival of the malicious party is significantly reduced, thus it will not dominate the whole system. Note that the lower bound of the acceptable credibility threshold can be agreed by the system requirement. For the outsider attacker like the eavesdropper who aims to steal the exchanged information by eavesdropping on the communication channels among parties, differential privacy used in the first stage and threelayer onion-style encryption applied in the second stage inherently prevent the success of this attack.

We recognize that our current design may not be resistant to all the malicious parties who can arbitrarily deviate from the protocol, sending incorrect and/or arbitrarily chosen messages to honest parties, aborting, omitting messages, and sharing their entire view of the protocol with each other. For example, a malicious party who aims to compromise other parties&apos; local model integrity (prevent other parties from learning reasonable models) may adaptively or alternatively adjust its behaviour by behaving normally during releasing DPGAN samples to avoid being detected and kicked out, while poisoning the second stage by sending random local gradients or local gradients with the embedded backdoor behavior to the requester. However, in this case, this malicious party is unlikely to obtain a reasonable local model or steal any party&apos;s personal information.

Moreover, to prevent the success of the poisoning attack, one potential solution is to let each party repeat local prediction process on its hold-out validation set by using individually aggregated gradients. Each party will release a signal to indicate whether its aggregated gradients can give a reasonable accuracy result, or help improve prediction on local validation set, if majority party report local validation accuracy lower than a threshold, or negative gain on local validation accuracy, then the system terminates to avoid being further poisoned. We leave this open problem to our future work, and our current design is mainly for the business applications, where parties act with legal liabilities.

# 8         CONCLUSIONS AND FUTURE WORK

This paper proposes FPPDL, a decentralized privacypreserving deep learning framework with fairness considerations. Our enhanced framework shows the following properties: (1) it inherently resolves the relevant issues in the server-based frameworks, and investigates Blockchain for decentralization; (2) it makes the first investigation on the research problem of collaborative fairness in deep learning, by introducing a notion of local credibility and transaction points, which are initialized by initial benchmarking, and updated during privacy-preserving collaborative deep learning; (3) it combines Differentially Private GAN (DPGAN) and a three-layer onion-style encryption scheme to guarantee both accuracy and privacy; (4) it provides a viable solution to detect and reduce the impact of low-contribution parties in the system. The experimental results demonstrate that our FPPDL achieves comparable accuracy to both the centralized and distributed selective SGD framework without differential privacy, and always delivers better results than the standalone framework, confirming the applicability of our proposed framework.

A number of avenues for further work are attractive. In particular, we would like to study how to quantify fairness in Non-IID setting, and investigate more malicious behaviours and byzantine or sybil adversary in the decentralized system. We also expect to deploy our system into a wide spectrum of real-world applications.

# ACKNOWLEDGMENTS

This work is supported, in part, by IBM PhD Fellowship; ANU Translational Fellowship; Nanyang Assistant Professorship (NAP); and NTU-WeBank JRI (NWJ-2019-007). The authors would like to thank Prof. Benjamin Rubinstein, Dr. Kumar Bhaskaran, and Prof. Marimuthu Palaniswami for their insightful discussions. This research was undertaken using the LIEF HPC-GPGPU Facility hosted at the University of Melbourne. This Facility was established with the assistance of LIEF Grant LE170100200.

# REFERENCES

[1] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classification with deep convolutional neural networks,” in Advances in Neural Information Processing Systems, 2012, pp. 1097–1105.

[2] Y. Wang, W. Liu, X. Ma, J. Bailey, H. Zha, L. Song, and S.-T. Xia, “Iterative learning with open-set noisy labels,” arXiv preprint arXiv:1804.00092, 2018.

[3] X. Ma, Y. Wang, M. E. Houle, S. Zhou, S. M. Erfani, S.-T. Xia, S. Wijewickrema, and J. Bailey, “Dimensionality-driven learning with noisy labels,” arXiv preprint arXiv:1806.02612, 2018.

[4] Q. Yang, Y. Liu, Y. Cheng, Y. Kang, T. Chen, and H. Yu, Federated Learning. Morgan & Claypool Publishers, 2019.

[5] H. B. McMahan, E. Moore, D. Ramage, and B. A. y Arcas, “Federated learning of deep networks using model averaging,” arXiv preprint arXiv:1602.05629, 2016.

[6] R. Cummings, V. Gupta, D. Kimpara, and J. Morgenstern, “On the compatibility of privacy and fairness,” 2019.

[7] M. Jagielski, M. Kearns, J. Mao, A. Oprea, A. Roth, S. SharifiMalvajerdi, and J. Ullman, “Differentially private fair learning,” arXiv preprint arXiv:1812.02696, 2018.

[8] H. Yu, Z. Liu, Y. Liu, T. Chen, M. Cong, X. Weng, D. Niyato, and Q. Yang, “A fairness-aware incentive scheme for federated learning,” in Proceedings of the 3rd AAAI/ACM Conference on AI, Ethics, and Society (AIES-20), 2020, pp. 393–399.

[9] J. Dean, G. Corrado, R. Monga, K. Chen, M. Devin, M. Mao,

A. Senior, P. Tucker, K. Yang, Q. V. Le et al., “Large scale distributed deep networks,” in Advances in neural information processing systems, 2012, pp. 1223–1231.

[10] M. Zinkevich, M. Weimer, L. Li, and A. J. Smola, “Parallelized stochastic gradient descent,” in Advances in neural information processing systems, 2010, pp. 2595–2603.

[11] R. Shokri and V. Shmatikov, “Privacy-preserving deep learning,” in Proceedings of the 22nd ACM SIGSAC Conference on Computer and Communications Security. ACM, 2015, pp. 1310–1321.

[12] L.-M. T-T Kuo, C-N Hsu, “Modelchain: Decentralized privacypreserving healthcare predictive modeling framework on private blockchain networks,” in ONC/NIST Blockchain in Healthcare and Research Workshop, Gaithersburg, MD, September 26-7, 2016.

[13] X. Chen, J. Ji, C. Luo, W. Liao, and P. Li, “When machine learning meets blockchain: A decentralized, privacy-preserving and secure design,” in 2018 IEEE International Conference on Big Data (Big Data). IEEE, 2018, pp. 1178–1187.

[14] H. Kim, S.-H. Kim, J. Y. Hwang, and C. Seo, “Efficient privacypreserving machine learning for blockchain network,” IEEE Access, vol. 7, pp. 136 481–136 495, 2019.

[15] X. Zhu, H. Li, and Y. Yu, “Blockchain-based privacy preserving deep learning,” in International Conference on Information Security and Cryptology. Springer, 2018, pp. 370–383.

[16] J. Weng, J. Weng, J. Zhang, M. Li, Y. Zhang, and W. Luo,

“Deepchain: Auditable and privacy-preserving deep learning with blockchain-based incentive,” IEEE Transactions on Dependable and Secure Computing, 2019.

[17] T.-T. Kuo, R. A. Gabriel, and L. Ohno-Machado, “Fair compute loads enabled by blockchain: sharing models by alternating client and server roles,” Journal of the American Medical Informatics Association, vol. 26, no. 5, pp. 392–403, 2019.

[18] R. Gilad-Bachrach, N. Dowlin, K. Laine, K. Lauter, M. Naehrig, and J. Wernsing, “Cryptonets: Applying neural networks to encrypted data with high throughput and accuracy,” in International Conference on Machine Learning, 2016, pp. 201–210.

[19] O. Ohrimenko, F. Schuster, C. Fournet, A. Mehta, S. Nowozin, K. Vaswani, and M. Costa, “Oblivious multi-party machine learning on trusted processors.” in USENIX Security Symposium, 2016, pp. 619–636.

[20] P. Mohassel and Y. Zhang, “Secureml: A system for scalable privacy-preserving machine learning,” in Security and Privacy (SP), 2017 IEEE Symposium on. IEEE, 2017, pp. 19–38.

[21] L. Lyu, X. He, Y. W. Law, and M. Palaniswami, “Privacypreserving collaborative deep learning with application to human activity recognition,” in Proceedings of the 2017 ACM Conference on Information and Knowledge Management. ACM, 2017, pp. 1219–

1228.

[22] L. Lyu, J. C. Bezdek, X. He, and J. Jin, “Fog-embedded deep learning for the internet of things,” IEEE Transactions on Industrial Informatics, 2019.

[23] Y. Aono, T. Hayashi, L. Wang, S. Moriai et al., “Privacy-preserving deep learning via additively homomorphic encryption,” IEEE Transactions on Information Forensics and Security, vol. 13, no. 5, pp. 1333–1345, 2018.

[24] K. Bonawitz, V. Ivanov, B. Kreuter, A. Marcedone, H. B. McMahan, S. Patel, D. Ramage, A. Segal, and K. Seth, “Practical secure aggregation for privacy-preserving machine learning,” in Proceedings of the 2017 ACM SIGSAC Conference on Computer and Communications Security. ACM, 2017, pp. 1175–1191.

[25] H. B. McMahan, D. Ramage, K. Talwar, and L. Zhang, “Learning differentially private recurrent language models,” arXiv preprint arXiv:1710.06963, 2018.

[26] S. Yang, F. Wu, S. Tang, X. Gao, B. Yang, and G. Chen, “On designing data quality-aware truth estimation and surplus sharing method for mobile crowdsensing,” IEEE Journal on Selected Areas in Communications, vol. 35, no. 4, pp. 832–847, 2017.

[27] S. Gollapudi, K. Kollias, D. Panigrahi, and V. Pliatsika, “Profit sharing and efficiency in utility games,” in ESA, 2017, pp. 1–16.

[28] A. Richardson, A. Filos-Ratsikas, and B. Faltings, “Rewarding high-quality data via influence functions,” in CoRR, 2019, p. arXiv:1908.11598.

[29] C. Dwork and A. Roth, “The algorithmic foundations of differential privacy,” Foundations and Trends R , vol. 9, no. 3–4, pp. 211–407, 2014.*in Theoretical Computer Science*

[30] M. Abadi, A. Chu, I. Goodfellow, H. B. McMahan, I. Mironov, K. Talwar, and L. Zhang, “Deep learning with differential privacy,” in Proceedings of the 2016 ACM SIGSAC Conference on Computer and Communications Security. ACM, 2016, pp. 308–318.

[31] C. Gentry and D. Boneh, A fully homomorphic encryption scheme. Stanford University Stanford, 2009, vol. 20, no. 09.

[32] I. Damgard, V. Pastro, N. Smart, and S. Zakarias, “Multiparty com-˚ putation from somewhat homomorphic encryption,” in Annual Cryptology Conference. Springer, 2012, pp. 643–662.

[33] A. Canteaut, S. Carpov, C. Fontaine, T. Lepoint, M. NayaPlasencia, P. Paillier, and R. Sirdey, “Stream ciphers: A practical solution for efficient homomorphic-ciphertext compression,” Journal of Cryptology, vol. 31, no. 3, pp. 885–916, 2018.

[34] S. Nakamoto, “Bitcoin: A peer-to-peer electronic cash system,” 2008.

[35] C. Natoli, J. Yu, V. Gramoli, and P. J. E. Ver´ıssimo, “Deconstructing blockchains: A comprehensive survey on consensus, membership and structure,” CoRR, vol. abs/1908.08316, 2019.

[36] N. Mehrabi, F. Morstatter, N. Saxena, K. Lerman, and A. Galstyan, “A survey on bias and fairness in machine learning,” in CoRR, 2019, p. arXiv:1908.09635.

[37] L. Lyu, H. Yu, and Q. Yang, “Threats to federated learning: A survey,” arXiv preprint arXiv:2003.02133, 2020.

[38] X. Zhang, S. Ji, and T. Wang, “Differentially private releasing via deep generative model,” arXiv preprint arXiv:1801.01594, 2018.

[39] N. Papernot, M. Abadi, U. Erlingsson, I. Goodfellow, and K. Talwar, “Semi-supervised knowledge transfer for deep learning from private training data,” arXiv preprint arXiv:1610.05755, 2016.

[40] M. Arjovsky, S. Chintala, and L. Bottou, “Wasserstein gan,” arXiv preprint arXiv:1701.07875, 2017.

[41] C. Castelluccia, E. Mykletun, and G. Tsudik, “Efficient aggregation of encrypted data in wireless sensor networks,” in Second Annual International Conference on Mobile and Ubiquitous Systems: Networking and Services, 2005. IEEE, 2005, pp. 109–117.

[42] L. Lyu, K. Nandakumar, B. Rubinstein, J. Jin, J. Bedo, and M. Palaniswami, “PPFA: Privacy preserving fog-enabled aggregation in smart grid,” IEEE Transactions on Industrial Informatics, vol. 14, no. 8, pp. 3733–3744, 2018.

[43] C. De Canniere and B. Preneel, “Trivium,” in New Stream Cipher Designs. Springer, 2008, pp. 244–266.

[44] J. Callas, L. Donnerhacke, H. Finney, D. Shaw, and R. Thayer, “Openpgp message format,” Tech. Rep., 2007.

![](data:image/gif;base64,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)**Lingjuan Lyu** (IEEE M&apos;18) is currently a Research Fellow with The Department of Computer Science, National University of Singapore. She received Ph.D. degree from the University of Melbourne. Her current research interests span machine learning, privacy, fairness, and edge intelligence. Her work was supported by an IBM Ph.D. Fellowship.

**Jiangshan Yu** received the Ph.D. degree from the University of Birmingham (UK) in 2016. He is currently Associate Director (Research) at Monash Blockchain Technology Centre at Monash University, Australia. Previously, he was a research associate at SnT, University of Luxembourg (LU). The focus of his research has been on design and analysis of cryptographic protocols, cryptographic key management, blockchain consensus, and ledger-based applications. In particular, Jiangshan&apos;s recent re-

search challenges the soundness of the foundational security models and design principles of existing blockchain systems, where the blockchain ecosystem of hundreds of billions of dollars is based upon. He won numerous prestigious awards, including Dean&apos;s Research Impact Award (2019) and the Chinese Government Award for Outstanding Scholar Abroad (1% worldwide, 2016).

![](data:image/jpeg;base64,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)**Karthik Nandakumar** (IEEE SM&apos;02) is a Research Staff Member at IBM Research, Singapore. Prior to joining IBM in 2014, he was a Scientist at Institute for Infocomm Research, A\*STAR, Singapore for more than six years. He received his B.E. degree (2002) from Anna University, Chennai, India, M.S. degrees in Computer Science (2005) and Statistics (2007), and Ph.D. degree in Computer Science (2008) from

Michigan State University, and M.Sc. degree in

Management of Technology (2012) from Na-

tional University of Singapore. His research interests include computer vision, statistical pattern recognition, biometric authentication, image processing, machine learning and blockchain.

![](data:image/jpeg;base64,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)**Yitong Li** is currently a Ph.D student in School of Computing and Information Systems, the University of Melbourne. He received B.S. degree from Shanghai Jiao Tong University. His research interests cover privacy and adversarial learning with NLP applications. He has publications in ACL, EMNLP, NAACL, etc.

![](data:image/gif;base64,R0lGODlhXADnAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAABcAOcAhwAAAAAAAAAAMwAAZgAAmQAAzAAA/wAzAAAzMwAzZgAzmQAzzAAz/wBmAABmMwBmZgBmmQBmzABm/wCZAACZMwCZZgCZmQCZzACZ/wDMAADMMwDMZgDMmQDMzADM/wD/AAD/MwD/ZgD/mQD/zAD//zMAADMAMzMAZjMAmTMAzDMA/zMzADMzMzMzZjMzmTMzzDMz/zNmADNmMzNmZjNmmTNmzDNm/zOZADOZMzOZZjOZmTOZzDOZ/zPMADPMMzPMZjPMmTPMzDPM/zP/ADP/MzP/ZjP/mTP/zDP//2YAAGYAM2YAZmYAmWYAzGYA/2YzAGYzM2YzZmYzmWYzzGYz/2ZmAGZmM2ZmZmZmmWZmzGZm/2aZAGaZM2aZZmaZmWaZzGaZ/2bMAGbMM2bMZmbMmWbMzGbM/2b/AGb/M2b/Zmb/mWb/zGb//5kAAJkAM5kAZpkAmZkAzJkA/5kzAJkzM5kzZpkzmZkzzJkz/5lmAJlmM5lmZplmmZlmzJlm/5mZAJmZM5mZZpmZmZmZzJmZ/5nMAJnMM5nMZpnMmZnMzJnM/5n/AJn/M5n/Zpn/mZn/zJn//8wAAMwAM8wAZswAmcwAzMwA/8wzAMwzM8wzZswzmcwzzMwz/8xmAMxmM8xmZsxmmcxmzMxm/8yZAMyZM8yZZsyZmcyZzMyZ/8zMAMzMM8zMZszMmczMzMzM/8z/AMz/M8z/Zsz/mcz/zMz///8AAP8AM/8AZv8Amf8AzP8A//8zAP8zM/8zZv8zmf8zzP8z//9mAP9mM/9mZv9mmf9mzP9m//+ZAP+ZM/+ZZv+Zmf+ZzP+Z///MAP/MM//MZv/Mmf/MzP/M////AP//M///Zv//mf//zP///wECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwECAwj/AAG0wjawIMGDBhMiXKiwIcOHDiNCfIgNGwAAFTNq3Mixo8ePIEOKHHmx4kCTGU8eRMlypUuVClEalPlyIc2B0h5Gc1lypM+fQIP6vCix6MSZH1VqNMr0KLZrFjEKBdqqlaCrVa1eFZR1qkioHKP1HDirJtKYZltducKCRYC2bNmyMAE3CtaBtCjqVQgVbU+vHa2ubUu4sOEAiE28NXGF60BXgD8SnXjzqNoobzO7hdtWwObMij+zgFLVaVOkfyMTHGyCLmLNbQMICKAYsdvXtGmz4Orya0ewT8emHN4SJkG1cjUrtw06t2jNJXif1slTKuBBclvL1k3YNe7v4GmX/2jrWLXGydNVCrqinIVn5aG3186c2LlmE9JNO62Ymirb7bYV5tps9YVnYGLkKQWYNMLlZVxxrdwWn2gsRPHeZ4qVEICGBdpHoSsOVZaTX9b9JMhtuKF44Ios2iaIefwJpN9JreTGnGLz5fiaW/FpOB+KPEKXX3rVUXWbe4SxqGFbUBB2BRRQslACh+EJMN4VreRVUU4+cRljccQdV2F7mRG4YwlWQLGHFYLsIYiae5iyByuBvGkFfbnFh+WMC5WlUn8grfdfkmYGaMUVe+xRpymMMioIo62wEg0rdO4RG3gs7GkeeqaduJlrQJagaDSmTHqNpKycOimppqIazVVrjf+XmYZD8olaiYFeKsB8S8YpaTTXACtsNMMS2wqx0Rx7rKOWAomUVwxK9aBLg9qnGKKRXtNKsNRtu22q365qilWmQPkWluWdZZNegAbWwqV5lgCFIMkSG+y9wuKrL7L1osoKo3tAQddomb4I2GR+9nlQY9W6hWiy2mp70E4KURyxt6pKOq4prDxJ18C1NvXlV1Wx15qUUARSlb3I3gsVsC9fI3PL/PrL8b9ywaWgSDtlJByYJkUYmrx7tHrvQBRjk/TSEQObaqqlRk2qKW2Nt9t0SY88UoSLZUopvyxzCxxUM+MLNrGUcqx2s3RdAZlXnEpEUNVPMnrqxRJXPDFBed//7erGpLKyR3J7Eqm1SFyP5uaxwbLMckZkK212satqDKkp6zVJ184/NWiWmHDt0Yop94Lb9N5II9R0xqxqzGoglrKXqVMOrtuuRydCsdajxzoO9lPAk70vspIea/O/cuZ8xcEyOpSwK1QnKield2Ps7UQWF+S3uKyqXS6TLAwnclQmHnoVo743LmxGMEterPqrok0p8nI6yblHZfksbZgwvSlIIOhLldOOxq3UGVBpfAuX61xXqket5VwHgcz4bteR9TyqVGDbl9jYp8GzoS1So0Me7JpUofuJJG7YSNhM1GI341WPb0tDXd+0p8DuBY5RhyIMjfh0uJBoBVm9g1/v/9yntPTRDIjEmx+zoqSpoNDCc8bxUytEZzrTjYsrWBxdvUplPRhWr3rdY8WjEtWWKBykdkbpIUisUjyw/StRa4GS7uI0rl950FjJWtmyGoW5gLGAD8yTSMIqUrQaAuxNAYPCeER1BcyxylviItcYMedIjgmCTm9ClK2K5BM22ktZo7sc5tqUKOnVkXihjCMJdYeoS/IxEGy5X/42Mkvy1QQlFHsVsfimMS0mZGoADMS/bMixREFJXouEwgqsMCcAPupQRPoTrjrCqlddcXBu2gqisvko+v0rUjdsVCkTRUrdQcEKzgRYFEx4wuY9BDKm+MQnsPEfRA0TcLCKCwsGF/9AcdFJTgB9FFfcdIVAqEmYDgyZftQYFkzQwRTsKSjYIjU4w8RRcSv7F+wGc84nreVJcjxoHw02lSfur3Yy+QQdosEWrjxtUt/TXWagpChPBYAtURiNvOYVJyxSkqBxUdM+6YUTHtoSJNGQZ7JIo0VjrYlhm9kmpNyySMSoCWAfJadAz1dR8uwBbjKS4EIkGM9JXQUbwtyWowIHxzYF9AqiosMexiO6wT1QQ02SXpwA2BgmiW6TDOVIU92EDTr9ihXgRCyjACjO0WwMCgGIU8AgupljMpOSkIKrXAPTkVpeBKVndEmp3ljYfvbyUQCcE6PgIjlLiUoPAG3rFaywAkX/sdEU2JDjuAB71JBsMRBoq5fxQsjHYwVsBakKFtVYAFs+vhJ2lysZHR4K1tNMqhVW+KS2tti90kzRBH9VqyIbFUzM/fOSXBlXVaDwiTqITz95oeBGgJgofglxZTBjKQtwS7y8Ts25fEQeK7CBSHZWZJZaIohwBhlBgiSrsOthFAIPmDTsQqGApJor+jYmxm9uzCpVedNuD5jG3vqWZXLSKqQQWxVKZY5xwIqUQaGA2Osidn7EzUpBDRwSFBYlb/90E0EHtx5YJupYE7tGMa2wm/QSk1RWOUVjXhRN/f0kg5FyrjcbZV9+LTZga8GmkEv5Uay0ZCmc1V/taifWESUw/28TdrDUuGiqXBbTFKn9aZuKLGTzVlmaV64XzYC3k0Ij8YjEAnApGPUv+jWqm5typ0R2UrzT6c1VxZvY1EphTakxkFzO9O4m8WJi3/auZUWknB2Rler/mqIUdjzapJDHu4zMspZh0sgshKOuhHzRgNsdbTVXp7F7vvrBGOulM+FsuFL7UNAebDSyuKysTb/6E76KNq13qxofH8VU1ouY2kpXLj08NGqm0EPA9ACn1nHPUWLEhlib3Z8Ee+TUpzZWU9V37T1gew/mhgIdBK6HRa9quJaE1LTe1ptcc6oy81ZVuIz3yAJi2JgDD5j0OD3nwKFW1FUObFKES/JVH3ra4/9cNKPVFk6BKjyBCiOJpPXz0poffLt/s+EFoRw1LXIsz+kaNSd/gl87VruN1T518ULpPbU1erF4vmRWpu4tUbckwa24iAoPsnVSt7GNHV/gu3neaMZ6WHABzWhWWGxU+XqE5Er3pqsofgpXvzLAAKMk1fc+9YZvxNs/RhXrYEcHbGM7nqYAhTIUDwo5gWIPpTBm5DccW8yBOItZRDplTIzrA2fEQXCHaZxG5+9PgEKe8qzDHupQh+lCKQlXbRQm4V0V9YK49nu/ZYyqjOnKgbt7y/iE4wtfB5XqdcOh7Onll495EIKLXdMcSR4PDm1+LYtUp+Bj42VfRxFidnTgTy//+G+ce5VoCfDvPA69Fkjssc95w/dMftqbT38Qa94gZaEgw1MiiEFgoTH94kFx13Rb9jVQpyh1whWncAqXhFgNyEaKVX4p4W1iVRFX0QL/hwWjAVyCFy5Ow11q43P3xFaxFRcM83/Ml4ItBmdQ4XaukAhY0AICgIEaOBtpZXJ3hGnE5WFfFgiwNDBt8S5rEX5ESH5UJzHXgH6tkAjvIgBr4QXv8hZFM1oZY2mt4n6vU4KwcQUIIIT113zggmwmphKugB3vggVe4AVXMAMEsn6MVn2+40b+BDClVAKeEYQW1RhXRCkQCEJUp2AzVxDIsRtoeAVeMBdSSIKkM3eSU2k5/4duicJMTKYZnlGJLYAALNACWNF8V6RHB9EutOB/MTgDWJCB/7Eh4yJ6HHNHAhhOiaJuiaIdAlCJLICJSLI7nRiBLNZ3WReIrYCGLRCMXjADw3gFBBInqpJ3i3iFE/duKaYmdGBQz7EZ7xGMKPiF4GcQgEILgqCGM8AC/3cFpRiFUJCK1wUwAARt+LZF4mRuAFeH9TGL7iGPM7AWWMAH3/SAttcVvagQsHKI9TiMxWhVrZOMcuKD7gZ2IRQn6gaNGtckZLIZGIiBxIiNgDMQf0ELWlGKV2CN4jgYszF6dpQ2KcZYzhdK//OK7qhu6jZw3yGPntECazgD9Thl4FdH2f84dZMhb41RiBqIBaRIisH4FsAlbFCzkNC1V7H1kBonV2oCBXrgIZoxkR1ZlTZZf23UE64gCKXYlTMgk0D5f9/4Fo1WbfLzZa9YSgJHB+ymByz5jgNHJdshjzLZAl9JkzNpkxHYYnpEFL9oQYYojgiwhmEZG1bgaazDYZDXkEz5lHvglI85VxPyFgLwlVUpk5mCmWu4iSqYhADgBWjYlaA5jjQYg+TofNqGlgDnlpHJkub2mor0HZi4FncZjLZpmTWJFR9GdRfxkeuhhr9plxSZHKNnlFVYbGnpmA6pnJ8xG3BBlZmSidFpmRTJmeJXFReRgaFZimrYkTT5fy2gGFP/mFHEk0SU4oNp2ZKwOXAq8hZ1iZe2aZuZKJyWqYd8uI+9KZBoSIxYIAg0SZEa6BaXlJBX+Gmp1ZQPqQdJ4BazMYvWWJdViQDfOAMSGp36JJMqKBYA0JWiKZreCZThKSrXlXRIFIFqAzuPaW4DFyWvIQBd+J7C+S7yGYy1+S7uIZPdeBfYCQDiSIyBqZ+CYJekGBsDyn6C9zdaNEbrJnALqhmDCaEQygIT2oUWmimV2JH/Z0GO0YujKY4cyqFgyRYiymLXFVwUV2zeY0wsGoS2OZP/SaPxOZ82OosBYJfh2KO7IwjZOYxAqZ8CaYhUGVmeVpCP2GEJlyhPIDDBiKV1/xmDVSmlkDqhUvoes/iNjBqWE4kF2cmhXqqdXWmXc0FjSQdOH6RYT/d0ySOTQbmGbuqdoDqjnfEaL2qVpvhRV5CfhhiUf6qGauio8kJUyeh7HddxVyGUMeioVImZQhiplPoWgymlmRqUmKqpn8mpXuqlozmOLPAE5phHczdrpooqmAOUrCqkHWmX5xqM8/mN87gj62quNXmnQLmnM8CVx0qMPqqfGqgmeGOUWGgKUjaK4JisjEqhlpqJmDiXb2GhjWqsxoqBF5GtGUiKYIqBowmV+ZZHJEp+49qRCPCiePmfNaquDKor8VmVpPiRtSqTt8qjvKqrKeufMtin90hj2f/DOjpYrKM4g5mKgdLJFjLIoAubHHeZmffKp/h6rBBbrdzJoRRbg097j/RCOeuYLBxJrjb6UXGKJPKIJHV5o7fJsmGpsni6Fi2Qn/matBTZAgHwf396FbukPc9XMkgLhWz7lRoYtJ7xrELohIGaiVxInWEprQ97rJv6paVIk/VYi0/bqVyRQcTCgFfbo5cYk7MYk/aYtYALlF/ZFl9Joz3alXhaj/WoqheRr17qn0rLtvaYq8O4Ht6lLdLwj9KqrJRImMrKtz0rg656r0f7sJd6uFebuPYYhJ7aqVhQKtrCgF3KuTRJGM4ZmOf6sRTZFs4rF/SZshM7sR9FuvPqstr/q7am6bfH+qP92Uj957qlC7TK4aIZmIkzKKH16IQPy7ugOq0AGq3ISq2IK7qYKp3gWJP2OLnO+402GgC2SKe2iYm2iK7vQrgGLLKk27rhKMDr27Ifyae5eq/GyIaZ6KhSKqHJqoETeqU+y6AzGL+XiLfqOrimmZl4S7j4u79Ly6ES+7QGLIOKS7JSWrrxaaMxGowI4JyvqqprKITE+7xwao/aq7Lx6r0z0Jvl+7K+O4OEMYov6sKQGrTw+8AJ66BdiACYGrg9K7DfqLS+a8QYKI6qSq0X8cZwHMdyPMd0XMd2fMd4nMfRByN83Md+/MeAHMjmoSDPIsiGPBV/eMiK/3xvDKEW2rQui2zIkXI+WiEomZKn5RHJgVwyFBIXyiEXDMMbGgEcmozI6+EWK4An7UkhCVIapRwZsDKNETnL5EFSrxwUVgEvLQIkO/IWmXzLRCcotDzMnbwbWMJjwKwW8NKeLYIpQyvKwJwUgkDMy0HNm9Fk0bxGDdPMzNHNEXk12RwY2yzL5GzNUxbOSxEbz2EgzHwgvAzO6FwR6mzN9EzOyxPPJ9LL3pwiyrECsuLNvJzKm2HLyXwn5UzOsnLQs9wY4TzNn4EYCIAnzLEZK0AY41HRASDQ+twemYLMgTzPCi0aGC0lSRLSEBTNshPQqrwhFW01hlEYGb3S3dzRyf8sO8QsL8t0TivQJGzBZExGQvQMzZocIaj8Ham8AhXNAszkg6UQeec0Tg1JQlPSz71M06+cz9OIJmpScMJkCtDg1V4Na2EtJ6VgBT9tzQS9yIGwHOMBlZDX1F4NDdEg19BQ13Zd12CdYmaN1P88K22xAk0UySAdADRVcKUADYcNDdeg2Iw9144t11EDDYu5B4m60xF5z5qM1TvCTG+tDIetDHUNNnT92HP91a8Weas5iRN9Ux49yA4NG6Vg2Ig926XC2Iu92KQN2bPd1JMNkRTS2uaRz7axTG/d1LNt18gi18SC3HcN1p7d1LHdLFUN3JFhFcoBJaXwCdnt2bOtDKv/ItfeDd6OXdu7rQzavZhWkNCZQd2wTCGJAt2loAygDdqjXd+lfdd1vWjwrd2T6Cyl/NpucU6xbdyHLTWNfeCkHdaI7dnpFt0jbRtXDSRKXdwFHtrK7djLndz3DQ2gDd+R+M7s7RVVcd1QEHnGDda5zSr2XSrereC8Hd0gzQIhLuLuTeGlAEAqBw2swOE8Pt88zkfwzdufwGQY7Zwz7hXzbAUF99bl8iS0Zdav9mpfveCBUAqOKYlRPtkgjdmanNKjIU+oPTjnNObMlN2MgtjYFttyNBrbBN3+tiZJLaC3jNUsMOCQByeUJ1nxNOWQ1+d49ueRaOIFx26akdaL/B9l/37e0kPXdg3dypDX0H3mkJ1i6qbd2ObbXF7KETJbk+fnqRUIsq1y4w0NwtfUnJ3loG7memDQMh7NRP0/jDVOTTIeZY48dC1Oa4IynL1x0C0Xhn7IYGEKtA5QANSQsQ3ldCQnfH7acTJHBgVwN76UUpjNx/Xe+h152t0o8S3f2V3g2s3hDK7fn2DYN47tTMYCdFAKyaxS2B0n+k3Wn2DeZ87bPC7bpmDeZu7uWR55cLUHc/BXtyxPc9TUjpbj997h9P3cU87t8x7l0B0IbfHm0RwNnjBZ7k7bUx7ZYM3j8Y3iLT7lh71o6F3intAztxwNyqAHjQHfj87jzc0o8g3ucP+N36B979eG2uylVNn8auUYJ/Fe4CiP8l9t3o8u9PFNR0H/8fF93qag5Hpg3uGcVJ9Q5aUu36TN8PG93M+t3eGNLPL9aqUE6vKkDOHMCvIOeT9v4UL/854d9PG99Bwe9HK99LFN1p6waOF8DcJX5Uwe1yi/9fj+9mbu6D7O7SaO9jqfzSgvfHoO9F4d79o9XU8w7utWeJ+w4Bsv8p2+3UcOI9HQ1Eyd7UOvcua9om65omx58IuG9WGe3Z9g8uEMMJ0u5R2/4IyPeH3O3S6O737+CckwT/FMEC/O5Dle8yvHR4/e8njN7JEX+rAfzqR3+K/G3SFP26QC8hkP8rE1+8H/nxLlHukqF+Ubj9+mzSjh39TnDUCu3P3YoJQXD2s4ju9sb+kMLln1f/i5Fs9k/e4cE3mnP10A8cnTJ0yf6Bzco0dhKYYNS+0xhU3iRIoVLV7EmFGjIFMQS5kqBS1kQigGP31S9mnYSToGEzIU2bHjR401bd7M2CqQQ5CmoEE7qRKlMmXJiK78VEqZKZClkjLcEw3nVKoaW8n0CFKkMj1OU35FmfST1o9jIe5p1arqWrYSZ/Jk6pChWLkf7TbcE0htW75U9zx8G3Ps4Jko7So7/PevoL6Ncbba87RhU6Uf4y5FXPfhnqiOPWOkhe1q17NkoflEfVp1SNYz9Zja+1k2/8VWVzjztAxNme6fqk0hprwZ7WziEvewgBKIdE/Wp6Olbv7xr56Xe4rPjnalBBTOenb2/B3+NFPmHROe32PlyvXP0aCwWLGHuxXAdpkDlz6TO/euUKzEZo8vU6DYTiH/rLhtp50UEy4QkqxAkDr5SmAsQL7SYiHDQBD0b74N05MvxP30eEIP/l5agYX1LGyrFVauCIC7hEyEYgUobkQuxwxrvBFChdCDIoArpGJxLUFqg68U7/azwkYbt3uyRivmO68r71K0gshZinwsLVNsJG1GCG+80UYyraAuTfSUZCGA4bi0Cpsj0zqyoxWUxBMKE+XbU88TrXyJtFJSjApAOP9pEyTDOdO6Ss+HNlNIITTV5KzSNRUjcNG0ipPmIrVOSbTNDKOhM61rZnyUuv0CxRNQK1Pdo4Qrjjzyihau2JS9VgQRJIoMfzVBU0Yhow6vGSmt8tKHPrmRVqZCVbHCz+gMNQBRSxA1omFNIbUVBM96dFU69mgpTTzBNTAaWtOCkQUTFDW0ql2vuOJXd4H9dchWumWUVFOKbeikSE38MTK6GDIwLVZgY2VXFrD9tQU+WnGFKnbbfddabDUWNYBN1VL4mn0XhoKhmaYjl9xPpgMMZShg2/UqRjO0NuMMZ8XplHrt5bnnGEEelk4VWcHToZMqXfkkp/AyUa9uNW235wz/WxDklJzq5fhdbDd+uGtr1wNZNNEEsdZNkLoyK9VPXoUoKVX3YEW0mGGWs+OusX33XRaOtEhqqfW+l4Vh5U4rgACwhYKjl+Za2mCloVIoEFMWFg3mYf2Wml4Af8VbVJu53hhXsYFu01oVZ2U5bZaziuzlwlW8Zk5Sx+a4Zs+7/pVvbDD/+17GQL6G1NINl9G2yYNbejKEA2n4YcPRCrpuwHn/NQrG7sZ+62tFZWF0uZ3vmFdBZo2IqbC8qgwa6ky5BmtRf58dw+yx19pdKEyIwleeAef/1wAqlEptDFe2EhRwb6YQRF4EETyiUQY45NlVkAYYgP/wSzTaCRz1pFa7/3vZrmxRUEs0smO3snHvKh3hFame45tosEJk1whEu0r4v7CpJVFcsxnN7gUx3GnQXmDDWgBMwDHtlcAEuHIRR8THlGhAQ4RyE4QVDrexEgxQdHtphb2mp8Eizm+GV/CVEEvItRki52MtbOGuWOGsKwSJhB27grYuyMEudq5zPgTcALmXwSne7V17kco1YseZQARifG0yoPY4KDpsHKd/PdtiByX5ue150GuXHOPDuCW2OnlJh2UEHSL3lhYc3s6S9etdhh65P3xlqI4FHE5apKIud9Wxa3nzH/HqhUsfunKHl+wiHd9IxkpCIY42lGElgalMUM7PjtxbJQ8BJ81WZv+wBCvQHs2wRS9nGrGH06zmKiOZQWWG0pLmxOQw1dlMDlLynKaUpA57iblx+rJ+tlTkPHk5T57ls4zsfCMH/+nFgC5TmP4s5+2sGc5q8tChnPslzfRWQK7JM4PjpKYvIbnRd3bUoB/NpDBF+lF0ulOSHGOlBvu3T2re05kXraZKU9lDeBLxlsq0WUgLOlCdhhKhABUo7vIIUVUSdaFF1ehCc9jDhyY1ozBF6sO2iE4dlnKk6ERnTxN6VZx21XRFvSM5+Um9zm3RrDP121TJ+dOCEpOnO4XrW4MaVLdeko8M3WhUxdlQvuq1r2JN6lfx9VasbpWkhi3sSE1a14zxMKpIj53pSu+FS1ROFqb7TKtliwrO6dW1mba0aTAPy1XCMtO0G6vsV6Np1KYy1ajgdCpe+8lavA7Uqv775WIRa1gduhSgJi0hzQICADs=)**Xingjun Ma** is currently a Research Fellow of the University of Melbourne. He received Ph.D. degree from the University of Melbourne, and M.E. degree from Tsinghua University. His research interests cover adversarial machine learning and robust supervised/weakly-supervised learning. He has publications in ICML, ICLR, CVPR, IJCAI, AAAI, ICCV, etc.

**Jiong Jin** (IEEE M&apos;11) received the B.E. degree with First Class Honours in Computer Engineering from Nanyang Technological University, Singapore, in 2006, and the Ph.D. degree in Electrical and Electronic Engineering (EEE) from the University of Melbourne, Australia, in 2011. From 2011 to 2013, he was a Research Fellow in the Department of EEE at the University of Melbourne. He is currently a Senior Lecturer in the School of Software and Electrical Engineering,

Faculty of Science, Engineering and Technology, Swinburne University of Technology, Melbourne, Australia. His research interests include network design and optimization, edge computing and distributed systems, robotics and automation, and cyber-physical systems and Internet of Things as well as their applications in smart manufacturing, smart transportation and smart cities.

![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQEAYABgAAD/2wBDAAoHBwgHBgoICAgLCgoLDhgQDg0NDh0VFhEYIx8lJCIfIiEmKzcvJik0KSEiMEExNDk7Pj4+JS5ESUM8SDc9Pjv/2wBDAQoLCw4NDhwQEBw7KCIoOzs7Ozs7Ozs7Ozs7Ozs7Ozs7Ozs7Ozs7Ozs7Ozs7Ozs7Ozs7Ozs7Ozs7Ozs7Ozs7Ozv/wAARCAB4AF0DASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD2aiiigAooooAKKZJLHChkldY0HVmOAKwLrx34ftZvKN8shzg+X82KAOioqtY6haalarc2c6zRN0ZTVigBaKKKACiiigAooooAK5Dxf8RNL8MxyW0TrdaiBgQL0Q+rnt9OtaPjXXG8PeFb2/iOJwuyH2duAfw6/hXzVc3UksrO7s8jtliTksT3NA0jb13xbrevzmW+u3ZM/LEvCL+FYz3j46jPqKI7C4mXJjY56CrMHhy+m5ETbT0yKnniackuxp+GvHWo+HvOjhcmOXBwT0bp/Ku78PfFed7lY9TVGSVseZnGz/61cBN4D1JLbzUIZh1WsErPZTNFMDGynBBFEZJ7Eyi1ufWcMqTwpLGwdHAKspyCKkryT4QeLZXnPh66k3IymS2LHlSOq/THP4GvW6ogKKKKACiiigDyz436msWnadpqt88kjTMvsBgfqT+Ved+D9AXUJ3upxmOPhcjqa7D412lxLr2muFLRyQ+XH8vG7dyM/lUVh9n8NaTHHKHd+pVRksaxqyaVl1OijFXuzUtNGt1IAiXHpjrWzBDFDhBGuPpXNW/jTSw43+dEe2+M4raTXILhVlTaynkGuVJw3OvSWxrMV8tv3anPtXB+OPDiX1q11boFnhGeB94dxW3d+N9Nt5vI8uWeT+5Chaq8WvQ6sXge1mtS4wokXAPt9ap8y95EafCzh/h/I1t420hiCR9pC8ds8f1r6Vr5mSyubLxhBaQfLP8AaUMJ6Z+bivphc7RuGDjkCu1O6ucMlZ2FooopkhSUtFAHm/jy6k1LX7fSJbZBHaTQzxynO4k9ce3BGKzdYWaBVlhgEjZ4JHC12HjPTElNlqar+8glCOR3Unj8j/OsZfLmBjkXcDXFVupanfT5XFWOInk1C6uJop4bOWKNgISnyvID7Z7V0Ol6CZLFy52MgyRV46dptkWnSPMp6ZNT2+q2NtFPHLcR7m4JVgQpFZtps1SaWhxtympaTLL9jjt47hRmMyY+c5/TitnTjqd1cILtI5l2qzSKANrdx7itaQ6feTiG9iinUqGR1bqD7irix6faQiO0gSMfXJNO+lhNa3OX1OH+yPGNlrKWyXJSIARt03bsZ/IjFexDkDjFcHZaauq69aMybooMu/pwQR+uK72umhdrU5K/KrW3CiiitznCiiigCC8tY7y1kglUMrjofXt+teYXFy8EzJnBB5+teqsyopZmCqoySTgAV5PrWoaZe6vPNp84lgdyVcDAJyQSvqMg4Nc9eOlzow8rSsU7zVYlCx3EgXzOBk4rOi03S33q10qo/LKEPzfpzWvBa2s7iaVUeVeEJHSmyWNykwb7bJHHnlUOOK5Ys7rlD7fY6eILK2kBGTtPPFXY72ZnXLYBrQlhtfshWbaxXlWbkg+tYjXMbXKwxZd2PRBk1O70FfQ9P8J26rppuivzytgH/ZH/ANfNbwNUNGmsZ9HtJNNlWW0aIeW6nqPf39fer4NelGPKrHmSlzNsWiiiqJGySJFG0kjqiKMszHAH41yGufFHw1o6ukVydQnXgR2vzDPu/T+deK614n1nxBIX1PUJZ0zxFnbGv0UcVkn0oA6zxZ8SNZ8TobX5bGxPWCFiTJ/vt3+nArX8L2Sa34SiSPAubV3j57jO4A/99V50fwrs/hpqQttXmsHOFuU3L/vL/wDWJ/KjlUtGNNp3RNKLuxmaPc0bKcFW6iqsl/eM/wA0pz7GvStW0a31aDEg2SgfJKByPY+orhbvQb+0uhDJbO5Y4VoxuVv8PxrinScPNHdCpGa7MzmnvLgeW0rFfTNdNoeijS7CbWLwbFiiaRQ3U4B5+laWg+GEgC3F6gZxysfUD6+tV/iVfmy8NC2VsPeSiM/7o5P8h+da0qL+KRlVrK3LE4Xwr4z1TwpdeZat5ttJ/rrWQ/I/uP7re4/HNeu+H/id4e1spDNIdOuW/wCWdwQFJ9n6fnivAgPal9jjFdByH1aCGAKkEEZBHelr5w0Lxnr3h0hbG/cwj/lhL88Z/A9PwxXoWm/Gixe3/wCJppk8cw72xDq35kEfrQM8c9KaGDdyD3FOz1ppAJBHGOpoEL+NWtJvG0/V7S7Bx5Mysfpnn9M1W9RTT60Ae567raaPpwkiCyXE3y26HoTjOT7Ac/kK4Fta1W4LwNcuDMcvk4LflXTaMIfEPhuCS5HmboFjOf4SvBx75Ga5zyTpuqS2l3maKOPzBIR8yDtk/hWqsJ3Os8LeIGeRNJ1G4D3O0+TITy4HVT/tAdPUVzHxVuxJrFnaK2RDAXYe7Hj9Fq/4Z0AmA6pdOTNLk27d41HIYe561xfifUH1TxFdXL46hOOg2gD+eamQ0ZWMUHj2+tKD3700jkZqAHKSRThx0pB1+tLjd07UAQnOOOuaUHPsD+lFFAC/zFNb1/OiigD0X4b3wGkX0Dn/AI9mMg/3SM/zBqi1zJJc35ODNcRJvYDoB1/pRRWsdhM6jTtQSLwZbXDNnyYWVj/ugjH6V5G7mR2c9WJZvqaKKmQxV2nrx6Uh4ooqAAfyp3c4OKKKAP/Z)**Han Yu** received his B.Eng. (Hons) degree and Ph.D. degree from the School of Computer

                                     Science and Engineering (SCSE), Nanyang

Technological University (NTU), Singapore in

2007 and 2014, respectively. He is currently a

Nanyang Assistant Professor (NAP) at SCSE,

NTU. From 2015 to 2018, he held the prestigious

Lee Kuan Yew Post-Doctoral Fellowship (LKY

PDF) at the Joint NTU-UBC Research Centre of Excellence in Active Living for the Elderly (LILY).

His research focuses on the ethics of artificial

intelligence and federated learning. He co-authored the book “Federated Learning” - the first monograph on the topic of federated learning.

![](data:image/jpeg;base64,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)**Kee Siong Ng** is an Associate Professor in the newly formed Software Innovation Institute at the Australian National University (ANU), and one of the first two Translational Fellows appointed through ANU&apos;s Entrepreneurial Academic Scheme. He received his PhD degree from the ANU and has more than 15 years of experience in industry and government.