面向更快更好的联合学习：一种特征融合方法
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# 摘要

联合学习支持在由大量现代智能设备（如智能手机和物联网设备）组成的分布式网络上进行设备培训。然而，在这种情况下，主要的优化算法，即联邦平均，存在着通信开销大和不可避免的性能下降的问题，特别是当本地数据以非IID方式分布时。本文提出了一种特征融合方法来解决这一问题。通过将局部模型和全局模型的特征集合起来，可以以较少的通信开销获得更高的精度。此外，特征融合模块为新进入的客户机提供了更好的初始化，从而加快了收敛过程。在流行的联合学习场景下的实验表明，基于特征融合机制的联邦学习算法在准确度和泛化能力上都优于基线，同时减少了60%以上的通信轮数。

*索引术语*-联合学习、特征融合、通信代价、泛化

# 1.    简介

手机、可穿戴设备和物联网设备在现代生活中扮演着重要角色。这些设备上的智能应用越来越流行，如智能个人助理、机器翻译、键盘输入建议等，这些应用通常使用预先训练好的模型，对客户端进行正向推理，缺乏灵活性和个性化。与此同时，智能边缘设备正在生成大量有价值但对隐私敏感的数据，这些数据有可能改进现有模型。为了充分利用设备上的数据，传统的机器学习策略需要从客户端收集数据，在服务器上训练一个集中的模型，然后将模型分发给客户端，这给通信网络带来了沉重的负担，并暴露出很高的隐私风险。

最近，一系列被称为联合学习（FL）[1，2，3]的工作可以直接在分布式网络上进行设备上的培训。主导算法被称为fed-
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图1。FedFusion的训练迭代。在客户端的训练过程中，通过特征融合模块将局部和全局特征抽取器串联起来。

*速率平均*（FedAvg）[3]，它使用自己的本地数据对客户机执行分布式培训，并将这些模型聚合到中央服务器中，以避免数据共享。通过这种方式，FedAvg以一种有效的通信方式缓解了隐私问题。然而，进一步的研究[4,5]指出，与其他因素（如计算成本）相比，通信成本仍然是FL的主要限制因素，如果使用病理性非IID数据训练模型，则FedAvg的准确性将显著下降。

针对上述问题，本文提出了一种基于特征融合机制的联邦学习算法FedFusion。通过引入特征融合模块，在特征提取阶段完成后，我们从局部模型和全局模型中提取特征，而不需要额外的计算开销。这些模块使得每个客户机的培训过程更加高效，并且更加有针对性地处理非IID数据分发，因为每个客户机都将学习最适合自己的特征融合模块。

最后，我们的贡献如下：
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| 978-1-5386-6249-6/19/$31.00©2019 IEEE ICIP 2019 |

•据我们所知，这是第一篇将特征融合机制引入外语在线设备培训程序的论文。
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          （a） 变频器（b）多功能（c）单

图2。三种类型的特征融合模块。融合算子实际上是一个映射函数：R→R×H×W*F*2C×高×宽*C*

•提出的特征融合模块以高效和个性化的方式将本地和全局模型中的特征进行聚合。

•在流行的FL数据集上的实验表明，所提出的FedFusion在精度和泛化能力方面都优于基线，同时减少了num-

通信轮次误码率超过60%。

# 2.    相关工作

联合学习是由McMahan等人提出的。[3] 为了解决大规模分布式智能设备的分散训练问题，而不直接访问隐私敏感数据。

考虑到通信成本仍然是制约外语教学的主要因素，人们已经进行了一些研究。Konecnˇy等人。[2] 在客户机到服务器通信环境中提出结构化和草图更新。Yao等人。[5] 在设备培训过程中引入了额外的约束，目的是在拟合本地数据的同时，集成更多来自其他客户的知识。Caldas等人。[6] 提出了联合丢弃来训练客户端上的子集，并将有损压缩[7]扩展到服务器到客户端通信。

# 3.    方法

在这一部分，我们将首先介绍所提出的特征融合模块，然后给出我们的具有特征融合机制的联邦学习算法（FedFusion）。

3.1条。特征融合模块

特征融合模块的详细架构如图2所示。

具体地说，输入图像通过局部特征提取和全局特征提取分别转化为两个特征空间，特征映射为（x），Eg（x）∈R×H×W*十埃尔如埃尔C*.

然后将（x）和（x）嵌入到融合特征空间中，其中（El（x），Eg（x））∈R。*F埃尔如FC*×高×宽
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1： 初始化*G*0

2： 每轮r=0，1，2。。。做

3： ←随机抽样客户*高级米*

4： 对于每个客户机∈Sr do并行*t*

5： Ltr+1←客户端（Gr）6：结束

第七章：![](data:image/gif;base64,R0lGODlhlQATAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAACVABMAgAAAAAAAAAK4hI+py+0Ynpy02ovzjLr7v0QcSI6OCKDBSmJmmo1vG1OzcdMMC7lJrttUgEFhz/IiXpQP5oFXXP6kUZjHicNqVCeF1lr8lsQ+sPeTbE69LO7NDYPvqk/1NU3P68GyY83MB4gXsje0dniGE3co1jeniFJXiNYl4fjTZsK0Seh3tVjWcAkBZQOYuBh5OinakVOaAiuJ9OdJGzbrBLdyOcjVost6OytMJlzYl7y61Xrs7Er8LD1tR11YAAA7)

8： 结束

客户：取整客户*rt*
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2： 每批做x（y）

3： 计算L（C◦F（El（x），Eg（x）），y）

4： 反向传播更新*标高、F、C*

5： 结束

第六章：返回服务器
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*卷积和多项式相乘*运算符（）被实现为1×1的卷积-*Fconv公司*

行动，

*Fconv公司*（El（x），Eg（x））=W conv（Eg（x）| | El（x））（一）

其中，Ris是学习的权重矩阵，| |表示沿通道轴连接特征映射的操作。*W变频器*∈2C×C

*多个*算子（）引入学习权向量∈Rand计算局部和全局特征映射之间的加权和，*功能λC*

*功能*（El（x），Eg（x））=λEg（x）+（1−λ）El（x）（二）

其中，首先将加权向量广播成×H×W的形状，然后按元素乘以特征映射，如图2（b）所示。*λC*

*单身*运算符（）使用学习的权重标量，并计算局部和全局特征映射之间的加权和，*F单λ*

*F单*（El（x），Eg（x））=λEg（x）+（1−λ）El（x）（三）

其中全局和局部特征映射分别按和1−λ缩放，然后按元素相加，如图2（c）所示。*λ*

3.2条。基于特征融合机制的联合学习

所提出的FedFusion的典型训练迭代如图1所示。

在回合开始时，我们保留了全局模型（）的特征提取器，而不是像在*我如*

初始化后的FedAvg。

|  |
| --- |
| （a） （b）（c）（d）  图3。在不同的设置下，整体准确度与沟通曲线呈圆形。（a） 和（b）：CIFAR10的人工非IID分区。（c） ：用户特定的非IID分区，通过对MNIST应用不同的置换来实现。（d） ：CIFAR10的IID分区。multi、single和conv都有相应的融合算子，而没有融合算子 |

在训练过程中，被冻结，并附加了一个特征融合模块。介绍了3.1。实际上，表示FedAvg。*如*

通过一轮正向推理可以记录全局特征映射。换言之，附加的特征融合模块带来了有限的额外计算成本。*如*

在设备上训练完成后，将结合特征融合模块的局部模型发送到中心服务器进行模型融合。对于多个和单个操作，我们使用指数移动平均策略来平滑更新。

FedFusion的伪代码如算法1所示。

# 4.    实验

在本节中，我们将首先介绍实验装置（第。4.1），然后显示几种不同设置下的结果（第4.2、4.3和4.4节）。

4.1条。实验装置

数据集集合

我们使用MNIST[8]和CIFAR10[9]作为实验的基本数据集。我们进一步提出了三种类型的数据划分来基准FL算法，例如我们的FedFusion和原始的FedAvg。

第一种是人工非IID划分，它是通过分割现有的IID数据集来实现的，以满足FL场景，在以前的FL研究中常用[1,2,3,6,10]。在这个分区中，单个客户机通常有总数据类的子集。例如，大多数客户机在[3]中最多有两位数的MNIST。

第二种是特定于用户的非IID分区，其中不同客户机上的数据通常具有相似的类，但遵循不同的分布。这通常用于多任务学习研究[11,12,13]。

最后一个是IID划分，这是一个简单但必要的划分来评估FL算法[3,6]。

模型

对于MNIST数字识别任务，我们使用与FedAvg相同的模型[3]：一个CNN具有两个5×5的卷积层（第一层有32个通道，第二个有64个通道，每个表1）。不同设置下FedFusion和FedAvg的收敛精度。（a-d）对应于图3中的值。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | （一） | （二） | （三） | （四） |
| 费达夫 | 89.89 | 92.21 | 95.20 | 80.01 |
| 丰盛+单身 | 89.77 | 92.32 | 95.25 | 80.85 |
| 融合+多重 | 90.51 | 92.78 | 95.43 | 82.95 |
| FedFusion+Conv公司 | 90.11 | 92.53 | 95.79 | 82.15 |

接着是ReLU激活和2×2 max池），一个具有512个单元的完全连接层（具有ReLU激活和随机丢失），以及最终的softmax输出层。

对于CIFAR10，我们使用具有两个5×5卷积层的CNN（两个都有64个通道，每个通道后面都有一个ReLU激活和3×3最大池，步长为2），两个完全连接的层（第一个有384个单元，第二个有192个单元，每个单元都有一个ReLU激活和随机退出）和一个最终的softmax输出层。

4.2条。人工非IID分区

在人工非IID场景下，我们使用3e-3的学习率，每轮指数衰减系数为0.985，我们所有的FedFusion方法（使用不同的融合算子）和比较的FedAvg。它们的收敛行为如图3（a）和（b）所示，而最终的收敛精度如表1所示。

多算子表示融合的曲线总是高于其他算子，这意味着它在较少的通信开销下获得了更高的精度。使用conv的FedFusion的精度在开始时也提高得更快，但没有达到更好的收敛点。FedFusion与single和FedAvg的性能相对较差。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | 94% | | 95% | |
| 子弹 | 减少 | 子弹 | 减少 |
| 费达夫 | 100 | （参考） | 256 | （参考） |
| 丰盛+单身 | 87 | 13.0% | 227 | 11.3% |
| 融合+多重 | 78 | 22.0% | 201 | 21.5% |
| FedFusion+Conv公司 | 34 | 66.0% | 92 | 64.1% |

这样的结果显然是由于多重融合算子。如前所述，在人工非IID场景中，大多数客户端都有总类的子集。多操作员允许客户机上的模型选择有助于本地数据的特征映射。相反，FedAvg不提供表2。达到一定精度里程碑的沟通轮数。FedAvg被视为基线，并列出了通信轮数的减少。选择和单一操作员没有提供足够的调整空间。

4.3。用户特定的非IID分区

为了模拟特定于用户的非IID分区，我们对每个客户机上的MNIST应用不同的置换，这就是之前的一些研究中所说的置换MNIST[14,15]。我们使用2e-3的学习率，每轮指数衰减系数为0.99。

达到特定准确度里程碑的通信轮数（此处为94%和95%），以及与FedAvg相比通信轮数的减少，如表2所示。结果表明，与人工非IID分区不同的是，conv的FedFusion在很大程度上导致了边界的改变。使用conv的FedFusion实现了最佳性能，同时将通信轮数减少了60%以上。在特定于用户的非IID分区中，客户机上的数据具有相似的类，但遵循不同的分布。conv算子具有更好的能力来整合来自局部和全局模型的特征映射，换句话说，就是来自其他客户端和数据分布的知识。值得注意的是，用户特定的“非IID分区”更接近于实际的FL场景，因此改进在这种情况下更有意义。

此外，我们还研究了以往外语研究中常被忽视的模型的泛化能力。图4示出了新进入的客户端达到收敛的本地时间。我们可以看到，当一个新的客户端加入一个现有的FL系统时，FedFusion和conv提供了比其他算法更好的初始化，从而加快了收敛过程。

4.4条。IID分区

IID划分是评价FL算法的一个简单而必要的划分。如果一种策略不能处理这种划分，那么它的有效性就值得怀疑。

如图3（d）所示，使用multi和conv的FedFusion以较少的通信成本实现更高的精度。在最终收敛精度方面，采用multi和conv的FedFusion比其他方法有了显著的提高。
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图4。为新进入的客户端达到收敛的本地时间段数。

对特征融合算子做了简要的总结：多算子在局部和全局特征映射之间提供了灵活的选择，并且具有更强的可解释性。权重向量中的条目说明了对应通道中全局特征映射的比例。当数据类中存在空白时，多操作员将学会选择最有用的特征映射。conv算子更善于将全局模型和局部模型的知识进行集成。如果客户机上的数据具有相似的类但遵循不同的分布，conv操作符的性能会更好。实验结果表明，单一算子的改进很小，不应在实际应用中采用。*λ*

# 5.    结论

联合学习的通信开销很大，是一个亟待解决的问题。在本文中，我们试图从减少沟通次数的角度做一些改进。我们提出了一种新的具有特征融合模块的FL算法，并在流行的FL设置中对其进行了评估。实验结果表明，该方法在减少通信次数60%以上的同时，获得了较高的精度。此外，我们发现FedFusion为新进入的客户机提供了更好的通用性。

未来的工作可能包括将我们的算法扩展到更复杂的模型和场景，以及将通信轮数减少策略与其他类型的方法（如梯度估计和压缩）相结合。
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