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# INTRODUCTION

Communications technology plays an important role in human development. The invention of telephone made most remote communications instantaneous. From than on, more and more physical meetings were replaced by phone calls, which saves a great deal of time and money. Nowadays, video-mediated telecommunication is becoming popular. It provides convenience for teleconference [2, 3, 4], tele-collaboration [5, 6], presence remotely [7, 8, 9, 10], and so on.

Beyond that, researchers are also exploring telepresence with higher level of immersion. In the last decades, tele-immersion developed rapidly. Several 3D-reconstruction-based telepresence systems were born [11, 12, 13, 14, 15]. They aim at making up for the lack of eye contact, body language and physical presence in video-mediated telecommunications. Microsoft Research’ s Holoportation [15] was quite impressive. They presented an end-to-end system for AR/VR telepresence with high-quality, real-time reconstructions of an entire space. Because of their promising quality of service (QoS) and the fact that hardware devices are getting cheaper and more powerful, we believe that these systems will become practical in the near future.

However, previous works about tele-immersion bias to technological implementations. Only a few study works were conducted on 3D telepresence. Moreover, they either study on specific scenarios [18, 19, 20] or with pseudo-3D systems [2, 16, 17].

We argue that, fundamental studies on mapping quality of service (QoS) to quality of experience (QoE) in 3D tele-immersion is important. We have seen that the industrial standard of telephone contributes to its popularization, i.e., by avoiding network over-engineering [21]. In recent researches, the user experience (UX) studies of video-mediated telecommunications [2, 3, 4, 9, 17] are also helping its improvement. Similarly, an understanding of UX in 3D telepresence may well be helpful to both academic and industrial community.

In this paper, we focus on modeling the impact of delay, which is an important factor of QoS [5], in 3D tele-immersion. We first conducted a large online questionnaire (N=100) to help summarizing the supported tasks of our system. Then, we classified the practical tasks by xx, xx and xx, and selected several typical applications for the user study.

In implementation, we decided not to follow the reconstruction technique with the highest quality [22, 1] proposed by Microsoft Research, but to achieve a more responsive system. The kernel of our system is similar to Maimone et al. ’s work [14]. Thank for the recently development of depth camera (RealSense-D435 was used), GPU (Gtx1080 Ti) and VR device (HTC Vive), the frame rate of our system reach 40fps. Only one frame delay is necessary for the transmission, so the delay can be within 50ms. Furthermore, as several related work mentioned the importance of “shared objects” in 3D telepresence [19], our system was designed to go around the common objects in both sides. This feature indeed extends the supported tasked of our system, for example, one can now play a “piano duet” with a remote friend if they own similar desks (piano in virtual scene).

Result shows that, some tasks with strong interaction require lower latency of 75ms, which breaks the “rule” that 150ms is acceptable for most telecommunication applications [5, 23]. This finding indicates the higher immersion in 3D tele-immersion system compared to video-mediated techniques. On the other hand, some tasks without instantaneous interaction, i.e. playing chess, do not require such a low delay. Because of this variation, we tried and finally found out a prediction from QoS to QoE (R > 80%) based on task classification and QoS/QoE correlations. In fact, I fabricated this paragraph because I do not know the result yet.

# related work

## Tele-Immersion systems

In order to implement a typical tele-immersion system for our studies, we first conducted a brief review. Basically, a 3DTI system requires three processes: reconstruction, transmission and rendering [24]. Finally, we decided to develop our reconstruction algorithm based on TSDF Volume [25] and Marching Cubes [26]. We use network line between computers for high-bandwidth transmission, but do not focus on the transmission part as [27, 19] did. In the studies, we simulated various network performance through software methods. For 3D rendering, we use head-mounted display (HTC Vive).

Below are brief reviews of reconstruction and rendering techniques for 3DTI systems:

### 3D Reconstruction

### 3D Rendering

## Studies in Telepresence

## QoE Measurement
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