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# INTRODUCTION

Communications technology plays an important role in human development. The invention of telephone made most remote communications instantaneous. From than on, more and more physical meetings were replaced by phone calls, which saves a great deal of time and money. Nowadays, video-mediated telecommunication is becoming popular. It provides convenience for teleconference [2, 3, 4], tele-collaboration [5, 6], presence remotely [7, 8, 9, 10], and so on.

Beyond that, researchers are also exploring telepresence with higher level of immersion. In the last decades, tele-immersion developed rapidly. Several 3D-reconstruction-based telepresence systems were born [11, 12, 13, 14, 15]. They aim at making up for the lack of eye contact, body language and physical presence in video-mediated telecommunications. Microsoft Research’ s Holoportation [15] was quite impressive. They presented an end-to-end system for AR/VR telepresence with high-quality, real-time reconstructions of an entire space. Because of their promising quality of service (QoS) and the fact that hardware devices are getting cheaper and more powerful, we believe that these systems will become practical in the near future.

However, previous works about tele-immersion bias to technical implementations. Only a few study works were conducted on 3D telepresence. Moreover, they either study on specific scenarios [18, 19, 20] or with pseudo-3D systems [2, 16, 17].

We argue that, fundamental studies on mapping quality of service (QoS) to quality of experience (QoE) in 3D tele-immersion is important. We have seen that the industrial standard of telephone contributes to its popularization, e.g. by avoiding network over-engineering [21]. In recent researches, the user experience (UX) studies of video-mediated telecommunications [2, 3, 4, 9, 17] are also helping its improvement. Similarly, an understanding of UX in 3D telepresence may well be helpful to both academic and industrial community.

In this paper, we focus on modeling the impact of delay, which is an important factor of QoS [5], in 3D tele-immersion. We first summarize suitable tasks from previous work. Then, we conducted a large online questionnaire (N=100) to introduce our systems, look for more candidate tasks and gather participants’ expectation. Last, we selected typical applications for our user studies.

In implementation, we do not follow the highest quality technique [22, 1] (2016) proposed by Microsoft Research, but achieve a more responsive system. Our kernel is similar to Maimone et al. ’s work [14] (2012). Supported by the recent progress of depth camera (RealSense-D435), GPU (Gtx1080 Ti) and VR device (HTC Vive), our frame rate reaches 40 FPS. Only one frame delay is necessary for transmission, so the delay is within 50ms. As several related works mentioned the importance of “shared objects” in 3D telepresence [19, ?], our system was designed to go around the common objects in both sides. Besides face-to-face telecommunications, our system provides an interactive process for non-professional users to easily set up objects-shared activities such as playing chess, piano duet and pair programming.

We have three main findings: first, some tasks with strong interaction, e.g. the finger-guessing game or piano duet, require low latency of 75ms. It breaks the “rule” in 2D telecommunication that 150ms is acceptable for most applications [5, 23]; second, participants’ expected latency of tasks based on comparison can well predict the actual needs; third, we argue that the latency requirement of a task depends on its “bottleneck”. For example, the bottleneck of most video-mediated telecommunications is *audio signals* [], which leads to an acceptable delay down to 150ms. A stronger bottleneck appears in our system as *synchronous gesture*, e.g. the gesture in the finger-guessing game. It requires a latency of 75ms.

# related work

## 3D Tele-Immersion

In order to implement a typical tele-immersion system for our studies, we first conducted a brief review of 3DTI technologies. Basically, a 3DTI system requires three processes: reconstruction, transmission and rendering [24]. We developed our reconstruction algorithm based on TSDF Volume [25] and Marching Cubes [26]. We use network line between computers for high-bandwidth transmission, but do not focus on the transmission part as [27, 19] did. In the studies, we simulated various network performance through software methods. We use head-mounted display (HTC Vive) and Unity3D engine to render 3D scenes.

Below are brief reviews of reconstruction and rendering technologies for 3DTI systems:

### 3D Reconstruction

In early works, researchers used an array of cameras to capture the dynamic scenes [28, 29]. For a given camera view, these systems create a polygonal model that will look correct. That is, they do not construct stand-alone 3D model from physical world.

TELEPORT [30] can composites video-textured surfaces within 3D geometric models. The only one camera limits its construction quality. In 2002 and 2003, researchers started to design immersive 3D video acquisition and rendering environment with multiple cameras [31, 32]. However, their 3D reconstruction output was only point cloud but not polygon mesh. In 2008, Kurillo et al. presented a framework for remote collaboration and training of physical activities [11]. This work tried a reconstruction method with triangulation, but only reached the frame rate of about 5-7 FPS. [12] and [33] for the first time presented compelling real-time reconstruction techniques with multiple cameras. However, the lack of depth dimension indicated their modeling with only silhouette boundaries.

Researchers have made great progress of 3DTI system in the last decade. Both the development of hardware and algorithm made contributions to the real-time performance of high-quality reconstruction. In October 2011, Maimone et al. presented a 3DTI system with Kinects [13]. They developed a pixel-based mesh generation algorithm and reached a frame rate of 30 FPS. This work was followed by Beck el al.’s group-to-group telepresence system [19]. In the same month, however, Microsoft introduced voxel-based [25, 26] system KinectFusion [34] and achieved a better reconstruction quality. Though the volumetric methods were invented about 30 years ago, developed depth cameras and GPUs made them practical. In the next year (2012), Maimone et al. also turned to the volumetric methods [14] for improved quality.

In 2016, Microsoft proposed reconstruction pipeline Fusion4D [22], which is highly robust to occlusions, large frame-to-frame motions and topology changes. “The fourth dimension” in this paper was the time dimension, indicating that it leverages the temporally coherence of physical scenes. In the same year, Microsoft integrated fusion4D into their 3DTI system Holoportation [1]. However, Fusion4D is extremely complex and not open-source. Even with expensive devices, Holoportation has an end-to-end latency of 60ms, which can not be ignored in our study. In this paper, we apply a 3D-reconstruction method similar to the one proposed by Maimone et al. [14]. It is a satisfactory system with high quality, responsive interaction and can be easily set up by commercial devices.

### 3D Rendering

## Studies in Telepresence

## QoE Measurement
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