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| 1. 实验内容   **题目描述**：  使用kruskal算法实现最小生成树  **输入输出格式**：  **输入**：  第一行两个整数n，e。n(1<=n<=200000)代表图中点的个数，e (0≤*m*≤500000) 代表边的个数。 接下来e行，每行代表一条边：   * i j w 表示顶点i和顶点j之间有一条权重为w的边   **输出**：  最小生成树所有边的权重和   1. 数据结构与算法描述 （整体思路描述，所需要的数据结构与算法）   Kruskal算法是基于贪心的思想得到的。首先我们把所有的边按照权值先从小到大排列，接着按照顺序选取每条边，如果这条边的两个端点不属于同一集合，那么就将它们合并，直到所有的点都属于同一个集合为止。至于怎么合并到一个集合，那么这里我们就可以用到一个工具——并查集。  换而言之，Kruskal算法就是基于并查集的贪心算法。  1) 克鲁斯卡尔 (Kruskal) 算法，是用来求加权连通图的最小生成树的算法 。  2) 基本思想 ：按照权值从小到大的顺序选择 n-1 条边，并保证这 n-1 条边不构成回路  3) 具体做法 ：首先构造一个只含 n 个顶点的森林，然后依权值从小到大从连通网中选择边加入到森林中，并使森林中不产生回路，直至森林变成一棵树为止  根据前面介绍的克鲁斯卡尔算法的基本思想和做法，我们能够了解到，克鲁斯卡尔算法重点需要解决的以下两个问题：  **问题一** 对图的所有边按照权值大小进行排序。  **问题二** 将边添加到最小生成树中时，怎么样判断是否形成了回路。  问题一很好解决，采用排序算法进行排序即可。  问题二，处理方式是：记录顶点在"最小生成树"中的终点，顶点的终点是"在最小生成树中与它连通的最大顶点"。然后每次需要将一条边添加到最小生存树时，判断该边的两个顶点的终点是否重合，重合的话则会构成回路。  关于并查集的知识：  1、用集合中的某个元素来代表这个集合，则该元素称为此集合的代表元；  2 、一个集合内的所有元素组织成以代表元为根的树形结构；  3 、对于每一个元素 x，pre[x] 存放 x 在树形结构中的父亲节点（如果 x 是根节点，则令pre[x] = x）；  4 、对于查找操作，假设需要确定 x 所在的的集合，也就是确定集合的代表元。可以沿着pre[x]不断在树形结构中向上移动，直到到达根节点。  因此，基于这样的特性，并查集的主要用途有以下两点：  1、维护无向图的连通性（判断两个点是否在同一连通块内，或增加一条边后是否会产生环）；  2、用在求解最小生成树的Kruskal算法里。  具体到代码中，首先要建立边的结构体，因为要对边进行排序，所以要重载 < 运算符。   1. **struct** Node 2. { 3. **int** a, b, c; //a,b,c分别是边的起点终点和边的权重 4. **bool** operator < (**const** Node x) **const** { 5. **return** c < x.c; 6. } 7. }node[N];   并查集找到一个顶点的“归属”，同时要注意使用**路径压缩**。   1. **int** find(**int** x) { 2. **if** (pre[x] == x) { 3. **return** x; 4. } 5. **return** pre[x] = find(pre[x]); 6. }   判断两个顶点x，y是否需要合并，如果进行合并说明加上<x,y>这条边之后不会形成环路，如果利用find函数发现x和y的代表源是同一个，说明加上<x,y>这条边会形成环路，不能加，这条边不能作为最小生成树中的一条边。   1. **bool** join(**int** x, **int** y) { 2. x = find(x); 3. y = find(y); 4. **if** (x == y) **return** **false**; 5. pre[x] = y; 6. **return** **true**; 7. } 8. 测试结果（测试输入，测试输出）   样例输入  7 12  1 2 9  1 5 2  1 6 3  2 3 5  2 6 7  3 4 6  3 7 3  4 5 6  4 7 2  5 6 3  5 7 6  6 7 1  输出  16   1. 分析与探讨（结果分析，若存在问题，探讨解决问题的途径）   最小生成树相关概念：  **带权图**：边赋以权值的图称为网或带权图，带权图的生成树也是带权的，生成树T各边的权值总和称为该树的权。  **最小生成树（MST）**：权值最小的生成树。  **最小生成树的性质**：假设G＝(V,E)是一个连通网，U是顶点V的一个非空子集。若(u,v)是一条具有**最小权值的边**，其中u∈U，v∈V－U，则必存在一棵包含边(u,v)的最小生成树。  完成构造网的最小生成树必须解决下面**两个问题**：  （1）尽可能选取权值小的边，但不能构成回路；  （2）选取n－1条恰当的边以连通n个顶点；  **prim算法**适合**稠密图**，**kruskal算法**适合**简单图**。  **kruskal**远离更为简单粗暴，但是需要借助**并查集**这一知识。  克鲁斯卡尔算法的基本思想是**以边为主导地位**，始终选择当前可用的最小边权的边（可以直接快排或者algorithm的sort）。每次选择边权最小的边链接两个端点是kruskal的规则，并实时判断两个点之间有没有间接联通。  **并查集**  并查集是一种树形结构，又叫“不相交集合”，保持了一组不相交的动态集合，每个集合通过一个代表来识别，代表即集合中的某个成员，通常选择根做这个代表。  　　三种**主要操作**：  Make\_Set(x):  建立一个新的集合，其唯一成员就是x，因此这个集合的代表也是x，并查集要求各集合是不相交的，因此要求x没有在其他集合中出现过。  Find\_Set(x):  返回能代表x所在集合的节点，通常返回x所在集合的根节点。有递归和非递归两种方法  Union(x, y):  将包含x,y的动态集合合并为一个新的集合。合并两个集合的关键是找到两个集合的根节点，如果两个根节点相同则不用合并；如果不同，则需要合并。   1. 附录：实现源代码（本实验的全部源程序代码，程序风格清晰易理解，有充分的注释） 2. #include<bits/stdc++.h> 3. **using** **namespace** std; 5. **const** **int** N = 500005; 6. **struct** Node 7. { 8. **int** a, b, c; //a,b,c分别是边的起点终点和边的权重 9. **bool** operator < (**const** Node x) **const** { 10. **return** c < x.c; 11. } 12. }node[N]; 14. **int** pre[N]; 16. **int** find(**int** x) { 17. **if** (pre[x] == x) { 18. **return** x; 19. } 20. **return** pre[x] = find(pre[x]); 21. } 23. **bool** join(**int** x, **int** y) { 24. x = find(x); 25. y = find(y); 26. **if** (x == y) **return** **false**; 27. pre[x] = y; 28. **return** **true**; 29. } 31. **int** main() 32. { 33. **int** n, m, p; 34. cin >> n >> m; 35. **int** cnt = 0; 36. **for** (**int** i = 1; i <= n; i++) { 37. pre[i] = i; 38. } 39. **for** (**int** i = 1; i <= m; i++) { 40. cin >> node[cnt].a >> node[cnt].b >> node[cnt].c; 41. cnt++; 42. } 43. sort(node, node + cnt); 44. **long** **long** ans = 0; 45. **for** (**int** i = 0; i < cnt; i++) { 46. **if** (join(node[i].a, node[i].b)) { 47. ans += node[i].c; 48. } 49. } 50. cout << ans << endl; 51. // system("pause"); 52. **return** 0; 53. } | | | |