**1** Single-Choice Questions:

1) For the entropy of a single symbol discrete source ![](data:image/x-wmf;base64,183GmgAAAAAAAIADQAIBCQAAAADQXwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9AAwAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wK1/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///0sXCnAAAAoAAAAAAAQAAAAtAQAACAAAADIKnQFgAQEAAAAoABwAAAD7ArX94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdeGTmpT+////vQoK8AAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCp0B6wIBAAAAKQAcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAADLT3Xhk5qU/v///0sXCnEAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAcUBAQAAAFgACAAAADIKoAE6AAEAAABIAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAQAAANTvGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA), the entropy of the N extended source ![](data:image/x-wmf;base64,183GmgAAAAAAAGADoAICCQAAAADTXwEACQAAAzIBAAAFABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAJgAxIAAAAmBg8AGgD/////AAAQAAAAwP///6n///8gAwAASQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAHAAAA/AIAAAAAAAAAAAQAAAAtAQAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEAEgAAACQDBwC/AYAAvwFwAIICcAB4AlgAuAJ4AHgCmACCAoAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsC4vzjAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7////zFQreAAAKAAAAAAAEAAAALQEDAAgAAAAyCv4BZAEBAAAAKHkcAAAA+wLi/OMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///wMbCnUAAAoAAAAAAAQAAAAtAQQABAAAAPABAwAIAAAAMgr9AdcCAQAAACnuHAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QD5GAAAy0914ZOalP7////zFQrfAAAKAAAAAAAEAAAALQEDAAQAAADwAQQACAAAADIKAAKyAQEAAABYeQgAAAAyCgACOgABAAAASHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB2SACKAQAACgAGAAAASACKAQQAAADU7xgABAAAAC0BBAAEAAAA8AEDAAMAAAAAAA==) must satisfy\_\_\_\_\_\_\_\_\_\_\_.

A. ![](data:image/x-wmf;base64,183GmgAAAAAAAIAJoAIBCQAAAAAwVQEACQAAA8YBAAAFABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAKACRIAAAAmBg8AGgD/////AAAQAAAAwP///6n///9ACQAASQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAHAAAA/AIAAAAAAAAAAAQAAAAtAQAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEAEgAAACQDBwDAAYAAwAFwAIQCcAB6AlgAugJ4AHoCmACEAoAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsC5PzjAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7////ZGgrfAAAKAAAAAAAEAAAALQEDAAgAAAAyCv8BZAEBAAAAKHkcAAAA+wLk/OMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///z4aCocAAAoAAAAAAAQAAAAtAQQABAAAAPABAwAIAAAAMgr9AdkCAQAAACnuHAAAAPsCtf3jAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7////ZGgrgAAAKAAAAAAAEAAAALQEDAAQAAADwAQQACAAAADIK/QFPBwEAAAAo7hwAAAD7ArX94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdeGTmpT+////PhoKiAAACgAAAAAABAAAAC0BBAAEAAAA8AEDAAgAAAAyCv0B2ggBAAAAKQAcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAADLT3Xhk5qU/v///9kaCuEAAAoAAAAAAAQAAAAtAQMABAAAAPABBAAIAAAAMgoAArQHAQAAAFh5CAAAADIKAAJpBQIAAABOSAgAAAAyCgACswEBAAAAWAAIAAAAMgoAAjoAAQAAAEhIHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7///8+GgqJAAAKAAAAAAAEAAAALQEEAAQAAADwAQMACAAAADIKAALYAwEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAwAAANTvGAAEAAAALQEDAAQAAADwAQQAAwAAAAAA) B. ![](data:image/x-wmf;base64,183GmgAAAAAAAGAJoAIBCQAAAADQVQEACQAAA8YBAAAFABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAJgCRIAAAAmBg8AGgD/////AAAQAAAAwP///6n///8gCQAASQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAHAAAA/AIAAAAAAAAAAAQAAAAtAQAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEAEgAAACQDBwDAAYAAwAFwAIQCcAB6AlgAugJ4AHoCmACEAoAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsC5PzjAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7///9IGwovAAAKAAAAAAAEAAAALQEDAAgAAAAyCv8BZAEBAAAAKO4cAAAA+wLk/OMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///9MXCqYAAAoAAAAAAAQAAAAtAQQABAAAAPABAwAIAAAAMgr9AdkCAQAAACkAHAAAAPsCtf3jAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7///9IGwowAAAKAAAAAAAEAAAALQEDAAQAAADwAQQACAAAADIK/QFJBwEAAAAoeRwAAAD7ArX94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdeGTmpT+////0xcKpwAACgAAAAAABAAAAC0BBAAEAAAA8AEDAAgAAAAyCv0B1AgBAAAAKe4cAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAADLT3Xhk5qU/v///0gbCjEAAAoAAAAAAAQAAAAtAQMABAAAAPABBAAIAAAAMgoAAq4HAQAAAFjuCAAAADIKAAJjBQIAAABOSAgAAAAyCgACswEBAAAAWAAIAAAAMgoAAjoAAQAAAEjuHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7////TFwqoAAAKAAAAAAAEAAAALQEEAAQAAADwAQMACAAAADIKAALSAwEAAACjAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAwAAANTvGAAEAAAALQEDAAQAAADwAQQAAwAAAAAA)

C. ![](data:image/x-wmf;base64,183GmgAAAAAAAGAJoAIBCQAAAADQVQEACQAAA8YBAAAFABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAJgCRIAAAAmBg8AGgD/////AAAQAAAAwP///6n///8gCQAASQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAHAAAA/AIAAAAAAAAAAAQAAAAtAQAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEAEgAAACQDBwDAAYAAwAFwAIQCcAB6AlgAugJ4AHoCmACEAoAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsC5PzjAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7////tDArvAAAKAAAAAAAEAAAALQEDAAgAAAAyCv8BZAEBAAAAKAAcAAAA+wLk/OMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///zsbCtcAAAoAAAAAAAQAAAAtAQQABAAAAPABAwAIAAAAMgr9AdkCAQAAACkAHAAAAPsCtf3jAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7////tDArwAAAKAAAAAAAEAAAALQEDAAQAAADwAQQACAAAADIK/QFJBwEAAAAoABwAAAD7ArX94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdeGTmpT+////OxsK2AAACgAAAAAABAAAAC0BBAAEAAAA8AEDAAgAAAAyCv0B1AgBAAAAKQAcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAOQYAADLT3Xhk5qU/v///+0MCvEAAAoAAAAAAAQAAAAtAQMABAAAAPABBAAIAAAAMgoAAq4HAQAAAFh5CAAAADIKAAJjBQIAAABOSAgAAAAyCgACswEBAAAAWO4IAAAAMgoAAjoAAQAAAEhIHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7///87GwrZAAAKAAAAAAAEAAAALQEEAAQAAADwAQMACAAAADIKAALSAwEAAACzAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAwAAAJzaGAAEAAAALQEDAAQAAADwAQQAAwAAAAAA) D. ![](data:image/x-wmf;base64,183GmgAAAAAAAKAIoAIBCQAAAAAQVAEACQAAA8YBAAAFABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAKgCBIAAAAmBg8AGgD/////AAAQAAAAwP///6n///9gCAAASQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAHAAAA/AIAAAAAAAAAAAQAAAAtAQAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEAEgAAACQDBwC/AYAAvwFwAIMCcAB5AlgAuQJ4AHkCmACDAoAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsC5PzjAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7///83GQpwAAAKAAAAAAAEAAAALQEDAAgAAAAyCv8BYwEBAAAAKO4cAAAA+wLk/OMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///+8aCrEAAAoAAAAAAAQAAAAtAQQABAAAAPABAwAIAAAAMgr9AdgCAQAAACkAHAAAAPsCtf3jAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7///83GQpxAAAKAAAAAAAEAAAALQEDAAQAAADwAQQACAAAADIK/QGNBgEAAAAo7hwAAAD7ArX94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdeGTmpT+////7xoKsgAACgAAAAAABAAAAC0BBAAEAAAA8AEDAAgAAAAyCv0BGAgBAAAAKe4cAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAOQYAADLT3Xhk5qU/v///zcZCnIAAAoAAAAAAAQAAAAtAQMABAAAAPABBAAIAAAAMgoAAvIGAQAAAFgACAAAADIKAAJnBQEAAABIeQgAAAAyCgACsgEBAAAAWAAIAAAAMgoAAjoAAQAAAEh5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7////vGgqzAAAKAAAAAAAEAAAALQEEAAQAAADwAQMACAAAADIKAALXAwEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAwAAAJzaGAAEAAAALQEDAAQAAADwAQQAAwAAAAAA)

2) What is right in the following statement \_\_\_\_\_\_\_\_.

A. The average mutual information can be negative.

B. The mutual information can be negative in certain condition.

C. For the entropy of certain source, it can increase to infinity.

D. The channel capacity must be larger than any rate distortion function.

3) The ultimate entropy ![](data:image/x-wmf;base64,183GmgAAAAAAAEAEQAIBCQAAAAAQWAEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///6r///8ABAAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wK0/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3UFepXK/v///y0bChoAAAoAAAAAAAQAAAAtAQAACAAAADIKngETAgEAAAAoIxwAAAD7ArT94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdQV6lcr+////rRoKIgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCp4BnAMBAAAAKSMcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAADLT3UFepXK/v///y0bChsAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAXcCAQAAAFgjCAAAADIKoAE6AAEAAABIIxwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdQV6lcr+////LBsKwAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACQQEBAAAApSMKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB2SACKAQAACgAGAAAASACKAQAAAADU7xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) satisfies \_\_\_\_\_\_\_\_\_.

A. It must be smaller than any single entropy.

B. It must be larger than ![](data:image/x-wmf;base64,183GmgAAAAAAAIADQAIBCQAAAADQXwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9AAwAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wK1/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///zcbChwAAAoAAAAAAAQAAAAtAQAACAAAADIKnQFgAQEAAAAoABwAAAD7ArX94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdeGTmpT+////2RoKUAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCp0B6wIBAAAAKQAcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAADLT3Xhk5qU/v///zcbCh0AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAcUBAQAAAFgACAAAADIKoAE6AAEAAABI7goAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAQAAANTvGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) for the independent extended source.

C. It should be equal to ![](data:image/x-wmf;base64,183GmgAAAAAAAIADQAIBCQAAAADQXwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9AAwAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wK1/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///zcbChwAAAoAAAAAAAQAAAAtAQAACAAAADIKnQFgAQEAAAAoABwAAAD7ArX94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdeGTmpT+////2RoKUAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCp0B6wIBAAAAKQAcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAADLT3Xhk5qU/v///zcbCh0AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAcUBAQAAAFgACAAAADIKoAE6AAEAAABI7goAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAQAAANTvGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) for the Markov source.

D. It would be larger than ![](data:image/x-wmf;base64,183GmgAAAAAAAIADQAIBCQAAAADQXwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9AAwAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wK1/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///zcbChwAAAoAAAAAAAQAAAAtAQAACAAAADIKnQFgAQEAAAAoABwAAAD7ArX94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdeGTmpT+////2RoKUAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCp0B6wIBAAAAKQAcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAADLT3Xhk5qU/v///zcbCh0AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAcUBAQAAAFgACAAAADIKoAE6AAEAAABI7goAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAQAAANTvGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) for the Markov source.

**2** Completion.

a) The components for the Shannon communication system includes\_\_\_\_\_\_\_

, \_\_\_\_\_\_\_\_\_\_ and \_\_\_\_\_\_\_\_\_\_\_\_.

b) As the probability of a certain event increases, its self-information would \_\_\_\_\_\_\_\_\_\_\_.

c) For the rate distortion function, R(Dmin)=\_\_\_\_, while R(Dmax)=\_\_\_\_\_\_\_\_

(H(X) is the entropy for the source X).

d) For the channel capacity C from the source X to the destination Y, the range for C should be among \_\_\_\_\_\_ and \_\_\_\_\_\_\_\_\_\_\_ .

**3** Assume the probability space of one Discrete Memoryless Source (DMS) is:

![](data:image/x-wmf;base64,183GmgAAAAAAAAAKgAQACQAAAACRUAEACQAAA5EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAQAChIAAAAmBg8AGgD/////AAAQAAAAwP///8D////ACQAAQAQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3WLIrdm/v////weCnsAAAoAAAAAAAQAAAAtAQAACAAAADIKEgMgCQEAAAD6AAgAAAAyCiIEIAkBAAAA+y8IAAAAMgqiASAJAQAAAPl5CAAAADIKEgNAAAEAAADqAAgAAAAyCiIEQAABAAAA6y8IAAAAMgqiAUAAAQAAAOl5HAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QD5GAAAy091iyK3Zv7///8dHwoJAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK6gNhCAEAAAA1LwgAAAAyCuoDoQcBAAAALnkIAAAAMgrqA+EGAQAAADB5CAAAADIK6gPMBAEAAAA1eQgAAAAyCuoDDAQBAAAALgAIAAAAMgrqA0wDAQAAADAvHAAAAPsCIP8AAAAAAACQAQAAAIYEAgAAy87M5QD5GAAAy091iyK3Zv7////8Hgp8AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKCgINCAEAAAAyeQgAAAAyCgoCdgQBAAAAMQAcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAADLT3WLIrdm/v///x0fCgoAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgrqA98AAQAAAFAvCAAAADIKqgFLBwEAAABhAAgAAAAyCqoBwgMBAAAAYQAIAAAAMgqqAdYAAQAAAFgACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdkgAigEAAAoABgAAAEgAigEAAAAA1O8YAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

If there is a noise channel that the source X gets through, the destination symbol set is Y=[b1,b2] and the transition probabilities matrix is:

![](data:image/x-wmf;base64,183GmgAAAAAAAKAHgAQBCQAAAAAwXQEACQAAA0kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgASgBxIAAAAmBg8AGgD/////AAAQAAAAwP///8D///9gBwAAQAQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3XH6iT//v////4dCkQAAAoAAAAAAAQAAAAtAQAACAAAADIKEgO3BgEAAAD6eQgAAAAyCiIEtwYBAAAA+3kIAAAAMgqiAbcGAQAAAPl5CAAAADIKEgNAAAEAAADqeQgAAAAyCiIEQAABAAAA63kIAAAAMgqiAUAAAQAAAOl5HAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QD5GAAAy091x+ok//7///93HgpYAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK6gPyBQEAAAA4eQgAAAAyCuoDMgUBAAAALnkIAAAAMgrqA3IEAQAAADB5CAAAADIK6gNUAgEAAAAyeQgAAAAyCuoDlAEBAAAALnkIAAAAMgrqA9QAAQAAADB5CAAAADIKqgHsBQEAAAA0eQgAAAAyCqoBLAUBAAAALnkIAAAAMgqqAWwEAQAAADB5CAAAADIKqgFQAgEAAAA2eQgAAAAyCqoBkAEBAAAALnkIAAAAMgqqAdAAAQAAADB5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdkgAigEAAAoABgAAAEgAigEAAAAA1O8YAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

Then please calculate:

a) I(a1) and I(a2); (2 scores) b) H(X); (4 scores) c) H(Y); (4 scores)

d) H(X,Y); (4 scores) e) I(X.Y). (6 scores)

**3** There exists a binary 2-step Markov Chain, where the source symbol set is {0,1}. The symbol transition probabilities are:

P(0|00)=P(1|11)=0.6 P(1|00)=P(0|11)=0.4

P(0|01)=P(0|10)=P(1|01)=P(1|10)=0.5.

a) Draft the state transition graph of this source; (4 scores)

b) Give the probability transition matrix; (2 scores)

c) Calculate the probability distribution of stationary state; (6 scores)

d) Please give the ultimate distribution of symbols 0 and 1. (2 scores)

**4** If the discrete no memory channel matrix is

A) ![](data:image/x-wmf;base64,183GmgAAAAAAAOAOQAcACQAAAACxVwEACQAAA+EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAfgDhIAAAAmBg8AGgD/////AAAQAAAAwP///6r///+gDgAA6gYAAAsAAAAmBg8ADABNYXRoVHlwZQAAoAEcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3XqLnQQ/v///yomCrIAAAoAAAAAAAQAAAAtAQAACAAAADIKCAYODgEAAAD68QgAAAAyCpgEDg4BAAAA+vEIAAAAMgooAw4OAQAAAPrxCAAAADIKzAYODgEAAAD78QgAAAAyCrgBDg4BAAAA+fEIAAAAMgoIBkAAAQAAAOp5CAAAADIKmARAAAEAAADq8QgAAAAyCigDQAABAAAA6nkIAAAAMgrMBkAAAQAAAOvxCAAAADIKuAFAAAEAAADpABwAAAD7AoD+AAAAAAAAkAEAAACGBAIAAMvOzOUA+RgAAMtPdeoudBD+////vA8KCAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCkAGEw0BAAAANfEIAAAAMgpABvgLAQAAAC95CAAAADIKQAbLCgEAAAA0eQgAAAAyCkAGrAcCAAAAMTAIAAAAMgpABqMGAQAAAC95CAAAADIKQAaUBQEAAAAxeQgAAAAyCkAG0AICAAAAMTAIAAAAMgpABscBAQAAAC95CAAAADIKQAa4AAEAAAAxMAgAAAAyCgAEiAwCAAAAMTAIAAAAMgoABH8LAQAAAC8wCAAAADIKAARwCgEAAAAxMAgAAAAyCgAENwgBAAAANTAIAAAAMgoABBwHAQAAAC8wCAAAADIKAATvBQEAAAA0MAgAAAAyCgAE0AICAAAAMTAIAAAAMgoABMcBAQAAAC/xCAAAADIKAAS4AAEAAAAx8QgAAAAyCsABiAwCAAAAMTAIAAAAMgrAAX8LAQAAAC8ACAAAADIKwAFwCgEAAAAxMAgAAAAyCsABrAcCAAAAMTAIAAAAMgrAAaMGAQAAAC8wCAAAADIKwAGUBQEAAAAxMAgAAAAyCsABWwMBAAAANTAIAAAAMgrAAUACAQAAAC8wCAAAADIKwAETAQEAAAA0MAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAAAAANTvGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA) B) ![](data:image/x-wmf;base64,183GmgAAAAAAAOAMgAQACQAAAABxVgEACQAAA3kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgATgDBIAAAAmBg8AGgD/////AAAQAAAAwP///8D///+gDAAAQAQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3XqLnQQ/v///ysnCuoAAAoAAAAAAAQAAAAtAQAACAAAADIKEgMCDAEAAAD6AAgAAAAyCiIEAgwBAAAA+wAIAAAAMgqiAQIMAQAAAPl5CAAAADIKEgNAAAEAAADqAAgAAAAyCiIEQAABAAAA6/EIAAAAMgqiAUAAAQAAAOnxHAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QD5GAAAy0916i50EP7///98JgoYAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK6gNDCwEAAAAyeQgAAAAyCuoDIgoBAAAALwAIAAAAMgrqAxMJAQAAADEACAAAADIK6gMPBwEAAAA28QgAAAAyCuoD7gUBAAAALwAIAAAAMgrqA98EAQAAADEACAAAADIK6gPiAgEAAAAzAAgAAAAyCuoDxwEBAAAAL/EIAAAAMgrqA7gAAQAAADEACAAAADIKqgFDCwEAAAAyAAgAAAAyCqoBIgoBAAAALwAIAAAAMgqqARMJAQAAADEACAAAADIKqgEPBwEAAAA2AAgAAAAyCqoB7gUBAAAALwAIAAAAMgqqAd8EAQAAADEACAAAADIKqgHiAgEAAAAzAAgAAAAyCqoBxwEBAAAAL/EIAAAAMgqqAbgAAQAAADF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdkgAigEAAAoABgAAAEgAigEAAAAA1O8YAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

a) please give the types of channel in A) and B), respectively. (2 scores)

b) Please calculate the channel capacities of A) and B), respectively. (16 scores)

**5** If the probability distribution of one DMS is:

![](data:image/x-wmf;base64,183GmgAAAAAAAGATAAUACQAAAABxSAEACQAAA9UBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAVgExIAAAAmBg8AGgD/////AAAQAAAAwP///6P///8gEwAAowQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKbBEAABQAAABMCmwQREwUAAAAUAmUAQAAFAAAAEwJlABETHAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QD5GAAAy091xNvtJP7////yHgoGAAAKAAAAAAAEAAAALQEBAAgAAAAyCioEexIBAAAAMXkIAAAAMgoqBLsRAQAAAC55CAAAADIKKgT7EAEAAAAweQgAAAAyCioE9w4BAAAAMXkIAAAAMgoqBDcOAQAAAC55CAAAADIKKgR3DQEAAAAwEggAAAAyCioEYQsBAAAAMhIIAAAAMgoqBKEKAQAAAC4SCAAAADIKKgThCQEAAAAweQgAAAAyCioEywcBAAAAMnkIAAAAMgoqBAsHAQAAAC55CAAAADIKKgRLBgEAAAAwEggAAAAyCioEKQQBAAAANHkIAAAAMgoqBGkDAQAAAC55CAAAADIKKgSpAgEAAAAweRwAAAD7AiD/AAAAAAAAkAEAAACGBAIAAMvOzOUA+RgAAMtPdcTb7ST+////nSQKcgAACgAAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCkoCHBIBAAAANXkIAAAAMgpKApgOAQAAADR5CAAAADIKSgILCwEAAAAzMwgAAAAyCkoCdwcBAAAAMnkIAAAAMgpKAtoDAQAAADEzHAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QD5GAAAy091xNvtJP7////yHgoHAAAKAAAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKKgQ8AAEAAABQEggAAAAyCuoBXBEBAAAAYXkIAAAAMgrqAdENAQAAAGF5CAAAADIK6gFLCgEAAABheQgAAAAyCuoBswYBAAAAYXkIAAAAMgrqASQDAQAAAGF5CAAAADIK6gE0AAEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAgAAAHzvGAAEAAAALQECAAQAAADwAQEAAwAAAAAA)

a) Please provide the Fenno coding that making sensible and the unique Huffman coding. (10 scores)

b) Please calculate both average code lengths. (4 scores)

c) Please calculate the coding efficiency of both coding methods, respectively. (4 scores)

**6** If the generating matrix of (6,3) linear block code is:

G=![](data:image/x-wmf;base64,183GmgAAAAAAAAANQAcACQAAAABRVAEACQAAA5kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAcADRIAAAAmBg8AGgD/////AAAQAAAAwP///6r////ADAAA6gYAAAsAAAAmBg8ADABNYXRoVHlwZQAAoAEcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3WnvVcr/v///48mCnQAAAoAAAAAAAQAAAAtAQAACAAAADIKCAYiDAEAAAD6AAgAAAAyCpgEIgwBAAAA+gAIAAAAMgooAyIMAQAAAPp5CAAAADIKzAYiDAEAAAD7AAgAAAAyCrgBIgwBAAAA+QAIAAAAMgoIBkAAAQAAAOoACAAAADIKmARAAAEAAADqAAgAAAAyCigDQAABAAAA6nkIAAAAMgrMBkAAAQAAAOsACAAAADIKuAFAAAEAAADpeRwAAAD7AoD+AAAAAAAAkAEAAACGBAIAAMvOzOUA+RgAAMtPdae9Vyv+////9h4KYgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCkAGXAsBAAAAMQAIAAAAMgpABkAJAQAAADAACAAAADIKQAYkBwEAAAAxAAgAAAAyCkAGCAUBAAAAMQAIAAAAMgpABuwCAQAAADAACAAAADIKQAbQAAEAAAAwAAgAAAAyCgAEXAsBAAAAMQAIAAAAMgoABEAJAQAAADEACAAAADIKAAQkBwEAAAAwAAgAAAAyCgAECAUBAAAAMHkIAAAAMgoABOwCAQAAADEACAAAADIKAATQAAEAAAAwAAgAAAAyCsABXAsBAAAAMAAIAAAAMgrAAUAJAQAAADEACAAAADIKwAEkBwEAAAAxAAgAAAAyCsABCAUBAAAAMAAIAAAAMgrAAewCAQAAADAACAAAADIKwAHQAAEAAAAxAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAAAAAHzvGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)

a) Provide the code of the message M=(100). (3 scores)

b) Calculate all (6,3) linear block codes and the minimum Hamming distance. (6 scores)

**I**. (9 scores) Single-Choice Questions:

1) For the entropy of a single symbol discrete source ![](data:image/x-wmf;base64,183GmgAAAAAAAIADQAIBCQAAAADQXwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9AAwAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wK1/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///0sXCnAAAAoAAAAAAAQAAAAtAQAACAAAADIKnQFgAQEAAAAoABwAAAD7ArX94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdeGTmpT+////vQoK8AAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCp0B6wIBAAAAKQAcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAADLT3Xhk5qU/v///0sXCnEAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAcUBAQAAAFgACAAAADIKoAE6AAEAAABIAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAQAAANTvGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA), the entropy of the N extended source ![](data:image/x-wmf;base64,183GmgAAAAAAAGADoAICCQAAAADTXwEACQAAAzIBAAAFABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAJgAxIAAAAmBg8AGgD/////AAAQAAAAwP///6n///8gAwAASQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAHAAAA/AIAAAAAAAAAAAQAAAAtAQAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEAEgAAACQDBwC/AYAAvwFwAIICcAB4AlgAuAJ4AHgCmACCAoAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsC4vzjAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7////zFQreAAAKAAAAAAAEAAAALQEDAAgAAAAyCv4BZAEBAAAAKHkcAAAA+wLi/OMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///wMbCnUAAAoAAAAAAAQAAAAtAQQABAAAAPABAwAIAAAAMgr9AdcCAQAAACnuHAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QD5GAAAy0914ZOalP7////zFQrfAAAKAAAAAAAEAAAALQEDAAQAAADwAQQACAAAADIKAAKyAQEAAABYeQgAAAAyCgACOgABAAAASHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB2SACKAQAACgAGAAAASACKAQQAAADU7xgABAAAAC0BBAAEAAAA8AEDAAMAAAAAAA==) must satisfy\_\_\_\_B\_\_\_\_\_\_\_.

A. ![](data:image/x-wmf;base64,183GmgAAAAAAAIAJoAIBCQAAAAAwVQEACQAAA8YBAAAFABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAKACRIAAAAmBg8AGgD/////AAAQAAAAwP///6n///9ACQAASQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAHAAAA/AIAAAAAAAAAAAQAAAAtAQAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEAEgAAACQDBwDAAYAAwAFwAIQCcAB6AlgAugJ4AHoCmACEAoAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsC5PzjAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7////ZGgrfAAAKAAAAAAAEAAAALQEDAAgAAAAyCv8BZAEBAAAAKHkcAAAA+wLk/OMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///z4aCocAAAoAAAAAAAQAAAAtAQQABAAAAPABAwAIAAAAMgr9AdkCAQAAACnuHAAAAPsCtf3jAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7////ZGgrgAAAKAAAAAAAEAAAALQEDAAQAAADwAQQACAAAADIK/QFPBwEAAAAo7hwAAAD7ArX94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdeGTmpT+////PhoKiAAACgAAAAAABAAAAC0BBAAEAAAA8AEDAAgAAAAyCv0B2ggBAAAAKQAcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAADLT3Xhk5qU/v///9kaCuEAAAoAAAAAAAQAAAAtAQMABAAAAPABBAAIAAAAMgoAArQHAQAAAFh5CAAAADIKAAJpBQIAAABOSAgAAAAyCgACswEBAAAAWAAIAAAAMgoAAjoAAQAAAEhIHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7///8+GgqJAAAKAAAAAAAEAAAALQEEAAQAAADwAQMACAAAADIKAALYAwEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAwAAANTvGAAEAAAALQEDAAQAAADwAQQAAwAAAAAA) B. ![](data:image/x-wmf;base64,183GmgAAAAAAAGAJoAIBCQAAAADQVQEACQAAA8YBAAAFABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAJgCRIAAAAmBg8AGgD/////AAAQAAAAwP///6n///8gCQAASQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAHAAAA/AIAAAAAAAAAAAQAAAAtAQAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEAEgAAACQDBwDAAYAAwAFwAIQCcAB6AlgAugJ4AHoCmACEAoAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsC5PzjAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7///9IGwovAAAKAAAAAAAEAAAALQEDAAgAAAAyCv8BZAEBAAAAKO4cAAAA+wLk/OMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///9MXCqYAAAoAAAAAAAQAAAAtAQQABAAAAPABAwAIAAAAMgr9AdkCAQAAACkAHAAAAPsCtf3jAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7///9IGwowAAAKAAAAAAAEAAAALQEDAAQAAADwAQQACAAAADIK/QFJBwEAAAAoeRwAAAD7ArX94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdeGTmpT+////0xcKpwAACgAAAAAABAAAAC0BBAAEAAAA8AEDAAgAAAAyCv0B1AgBAAAAKe4cAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAADLT3Xhk5qU/v///0gbCjEAAAoAAAAAAAQAAAAtAQMABAAAAPABBAAIAAAAMgoAAq4HAQAAAFjuCAAAADIKAAJjBQIAAABOSAgAAAAyCgACswEBAAAAWAAIAAAAMgoAAjoAAQAAAEjuHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7////TFwqoAAAKAAAAAAAEAAAALQEEAAQAAADwAQMACAAAADIKAALSAwEAAACjAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAwAAANTvGAAEAAAALQEDAAQAAADwAQQAAwAAAAAA)

C. ![](data:image/x-wmf;base64,183GmgAAAAAAAGAJoAIBCQAAAADQVQEACQAAA8YBAAAFABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAJgCRIAAAAmBg8AGgD/////AAAQAAAAwP///6n///8gCQAASQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAHAAAA/AIAAAAAAAAAAAQAAAAtAQAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEAEgAAACQDBwDAAYAAwAFwAIQCcAB6AlgAugJ4AHoCmACEAoAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsC5PzjAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7////tDArvAAAKAAAAAAAEAAAALQEDAAgAAAAyCv8BZAEBAAAAKAAcAAAA+wLk/OMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///zsbCtcAAAoAAAAAAAQAAAAtAQQABAAAAPABAwAIAAAAMgr9AdkCAQAAACkAHAAAAPsCtf3jAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7////tDArwAAAKAAAAAAAEAAAALQEDAAQAAADwAQQACAAAADIK/QFJBwEAAAAoABwAAAD7ArX94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdeGTmpT+////OxsK2AAACgAAAAAABAAAAC0BBAAEAAAA8AEDAAgAAAAyCv0B1AgBAAAAKQAcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAOQYAADLT3Xhk5qU/v///+0MCvEAAAoAAAAAAAQAAAAtAQMABAAAAPABBAAIAAAAMgoAAq4HAQAAAFh5CAAAADIKAAJjBQIAAABOSAgAAAAyCgACswEBAAAAWO4IAAAAMgoAAjoAAQAAAEhIHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7///87GwrZAAAKAAAAAAAEAAAALQEEAAQAAADwAQMACAAAADIKAALSAwEAAACzAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAwAAAJzaGAAEAAAALQEDAAQAAADwAQQAAwAAAAAA) D. ![](data:image/x-wmf;base64,183GmgAAAAAAAKAIoAIBCQAAAAAQVAEACQAAA8YBAAAFABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAKgCBIAAAAmBg8AGgD/////AAAQAAAAwP///6n///9gCAAASQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAHAAAA/AIAAAAAAAAAAAQAAAAtAQAACAAAAPoCBQABAAAAAAAAAAQAAAAtAQEAEgAAACQDBwC/AYAAvwFwAIMCcAB5AlgAuQJ4AHkCmACDAoAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsC5PzjAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7///83GQpwAAAKAAAAAAAEAAAALQEDAAgAAAAyCv8BYwEBAAAAKO4cAAAA+wLk/OMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///+8aCrEAAAoAAAAAAAQAAAAtAQQABAAAAPABAwAIAAAAMgr9AdgCAQAAACkAHAAAAPsCtf3jAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7///83GQpxAAAKAAAAAAAEAAAALQEDAAQAAADwAQQACAAAADIK/QGNBgEAAAAo7hwAAAD7ArX94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdeGTmpT+////7xoKsgAACgAAAAAABAAAAC0BBAAEAAAA8AEDAAgAAAAyCv0BGAgBAAAAKe4cAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAOQYAADLT3Xhk5qU/v///zcZCnIAAAoAAAAAAAQAAAAtAQMABAAAAPABBAAIAAAAMgoAAvIGAQAAAFgACAAAADIKAAJnBQEAAABIeQgAAAAyCgACsgEBAAAAWAAIAAAAMgoAAjoAAQAAAEh5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy0914ZOalP7////vGgqzAAAKAAAAAAAEAAAALQEEAAQAAADwAQMACAAAADIKAALXAwEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAwAAAJzaGAAEAAAALQEDAAQAAADwAQQAAwAAAAAA)

2) What is right in the following statement \_\_\_B\_\_\_\_

A. The average mutual information can be negative.

B. The mutual information can be negative in certain condition.

C. For the entropy of certain source, it can increase to infinity.

D. The channel capacity must be larger than any rate distortion function.

3) The ultimate entropy ![](data:image/x-wmf;base64,183GmgAAAAAAAEAEQAIBCQAAAAAQWAEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///6r///8ABAAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wK0/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3UFepXK/v///y0bChoAAAoAAAAAAAQAAAAtAQAACAAAADIKngETAgEAAAAoIxwAAAD7ArT94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdQV6lcr+////rRoKIgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCp4BnAMBAAAAKSMcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAADLT3UFepXK/v///y0bChsAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAXcCAQAAAFgjCAAAADIKoAE6AAEAAABIIxwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdQV6lcr+////LBsKwAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACQQEBAAAApSMKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB2SACKAQAACgAGAAAASACKAQAAAADU7xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) satisfies \_\_\_\_A\_\_\_\_.

A. It must be smaller than any single entropy.

B. It must be larger than ![](data:image/x-wmf;base64,183GmgAAAAAAAIADQAIBCQAAAADQXwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9AAwAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wK1/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///zcbChwAAAoAAAAAAAQAAAAtAQAACAAAADIKnQFgAQEAAAAoABwAAAD7ArX94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdeGTmpT+////2RoKUAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCp0B6wIBAAAAKQAcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAADLT3Xhk5qU/v///zcbCh0AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAcUBAQAAAFgACAAAADIKoAE6AAEAAABI7goAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAQAAANTvGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) for the independent extended source.

C. It should be equal to ![](data:image/x-wmf;base64,183GmgAAAAAAAIADQAIBCQAAAADQXwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9AAwAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wK1/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///zcbChwAAAoAAAAAAAQAAAAtAQAACAAAADIKnQFgAQEAAAAoABwAAAD7ArX94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdeGTmpT+////2RoKUAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCp0B6wIBAAAAKQAcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAADLT3Xhk5qU/v///zcbCh0AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAcUBAQAAAFgACAAAADIKoAE6AAEAAABI7goAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAQAAANTvGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) for the Markov source.

D. It would be larger than ![](data:image/x-wmf;base64,183GmgAAAAAAAIADQAIBCQAAAADQXwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9AAwAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wK1/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3Xhk5qU/v///zcbChwAAAoAAAAAAAQAAAAtAQAACAAAADIKnQFgAQEAAAAoABwAAAD7ArX94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAAMtPdeGTmpT+////2RoKUAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCp0B6wIBAAAAKQAcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAADLT3Xhk5qU/v///zcbCh0AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAcUBAQAAAFgACAAAADIKoAE6AAEAAABI7goAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAQAAANTvGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) for the Markov source.

**II.** (12 scores) Completion.

a) The components for the Shannon communication system includes\_source\_

, channel\_\_ and \_\_\_destination\_\_.

b) As the probability of a certain event increases, its self-information would \_\_\_decrease\_\_\_.

c) For the rate distortion function, R(Dmin)=\_\_0\_, while R(Dmax)=\_\_H(X)\_\_

(H(X) is the entropy for the source X).

d) For the channel capacity C from the source X to the destination Y, the range for C should be among \_\_\_0\_\_\_ and \_\_max{H(X),H(Y)}\_\_\_ .

**III**. (20 scores) Assume the probability space of one Discrete Memoryless Source (DMS) is:

![](data:image/x-wmf;base64,183GmgAAAAAAAAAKgAQACQAAAACRUAEACQAAA5EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAQAChIAAAAmBg8AGgD/////AAAQAAAAwP///8D////ACQAAQAQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3WLIrdm/v////weCnsAAAoAAAAAAAQAAAAtAQAACAAAADIKEgMgCQEAAAD6AAgAAAAyCiIEIAkBAAAA+y8IAAAAMgqiASAJAQAAAPl5CAAAADIKEgNAAAEAAADqAAgAAAAyCiIEQAABAAAA6y8IAAAAMgqiAUAAAQAAAOl5HAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QD5GAAAy091iyK3Zv7///8dHwoJAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK6gNhCAEAAAA1LwgAAAAyCuoDoQcBAAAALnkIAAAAMgrqA+EGAQAAADB5CAAAADIK6gPMBAEAAAA1eQgAAAAyCuoDDAQBAAAALgAIAAAAMgrqA0wDAQAAADAvHAAAAPsCIP8AAAAAAACQAQAAAIYEAgAAy87M5QD5GAAAy091iyK3Zv7////8Hgp8AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKCgINCAEAAAAyeQgAAAAyCgoCdgQBAAAAMQAcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAADLT3WLIrdm/v///x0fCgoAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgrqA98AAQAAAFAvCAAAADIKqgFLBwEAAABhAAgAAAAyCqoBwgMBAAAAYQAIAAAAMgqqAdYAAQAAAFgACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdkgAigEAAAoABgAAAEgAigEAAAAA1O8YAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

If there is a noise channel that the source X gets through, the destination symbol set is Y=[b1,b2] and the transition probabilities matrix is:

![](data:image/x-wmf;base64,183GmgAAAAAAAKAHgAQBCQAAAAAwXQEACQAAA0kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgASgBxIAAAAmBg8AGgD/////AAAQAAAAwP///8D///9gBwAAQAQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3XH6iT//v////4dCkQAAAoAAAAAAAQAAAAtAQAACAAAADIKEgO3BgEAAAD6eQgAAAAyCiIEtwYBAAAA+3kIAAAAMgqiAbcGAQAAAPl5CAAAADIKEgNAAAEAAADqeQgAAAAyCiIEQAABAAAA63kIAAAAMgqiAUAAAQAAAOl5HAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QD5GAAAy091x+ok//7///93HgpYAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK6gPyBQEAAAA4eQgAAAAyCuoDMgUBAAAALnkIAAAAMgrqA3IEAQAAADB5CAAAADIK6gNUAgEAAAAyeQgAAAAyCuoDlAEBAAAALnkIAAAAMgrqA9QAAQAAADB5CAAAADIKqgHsBQEAAAA0eQgAAAAyCqoBLAUBAAAALnkIAAAAMgqqAWwEAQAAADB5CAAAADIKqgFQAgEAAAA2eQgAAAAyCqoBkAEBAAAALnkIAAAAMgqqAdAAAQAAADB5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdkgAigEAAAoABgAAAEgAigEAAAAA1O8YAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

Then please calculate:

a) I(a1) and I(a2); (2 scores) b) H(X); (4 scores) c) H(Y); (4 scores)

d) H(X,Y); (4 scores) e) I(X.Y). (6 scores)

解：a) I(a1)=-log P(X=a1)=1 bit

I(a2)=-log P(X=a2)=1 bit

b) H(X)=P(X=a1)\* I(a1)+ P(X=a2)\* I(a2)

=0.5\*1+0.5\*1 bit/symbol = 1 bit/symbol

c) P(Y=b1)=0.6\* P(X=a1)+0.2\* P(X=a2)

=0.6\*0.5+0.2\*0.5 = 0.4

P(Y=b2)=0.4\* P(X=a2)+0.8\* P(X=a1)

=0.4\*0.5+0.8\*0.5 = 0.6

or P(Y=b2)=1-P(Y=b1)=0.6

d) H(Y)= -(P(Y=b1)log P(Y=b1)+ P(Y=b2)log P(Y=b2))

= 0.6\* 0.7370+0. 4\*1.3219 bit/symbol

=0.971 bit/symbol

e) P(X=a1, Y=b1)= 0.5\*0.6=0.3

P(X=a1, Y=b2)= 0.5\*0.4=0.2

P(X=a2, Y=b1)= 0.5\*0.2=0.1

P(X=a2, Y=b2)= 0.5\*0.8=0.4

H(X,Y)=0.521+0.464+0.332+0.5288bit/symbol=1.846bit/symbol

I(X,Y)=H(X)+H(Y)-I(X,Y)=0.125 bit/symbol

**III**. (14 scores) There exists a binary 2-step Markov Chain, where the source symbol set is {0,1}. The symbol transition probabilities are:

P(0|00)=P(1|11)=0.6 P(1|00)=P(0|11)=0.4

P(0|01)=P(0|10)=P(1|01)=P(1|10)=0.5.

a) Draft the state transition graph of this source; (4 scores)

b) Give the probability transition matrix; (2 scores)

c) Calculate the probability distribution of stationary state; (6 scores)

d) Please give the ultimate distribution of symbols 0 and 1. (2 scores)

解：a)

000

01

10

110

b) P=![](data:image/x-wmf;base64,183GmgAAAAAAAOAOAAkACQAAAADxWQEACQAAAxkCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAngDhIAAAAmBg8AGgD/////AAAQAAAAwP///8D///+gDgAAwAgAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAIcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3WnZStX/v///0EfCmUAAAoAAAAAAAQAAAAtAQAACAAAADIKYgf2DQEAAAD6eQgAAAAyCvIF9g0BAAAA+nkIAAAAMgqCBPYNAQAAAPp5CAAAADIKEgP2DQEAAAD6eQgAAAAyCqII9g0BAAAA+3kIAAAAMgqiAfYNAQAAAPl5CAAAADIKYgdAAAEAAADqeQgAAAAyCvIFQAABAAAA6nkIAAAAMgqCBEAAAQAAAOp5CAAAADIKEgNAAAEAAADqeQgAAAAyCqIIQAABAAAA63kIAAAAMgqiAUAAAQAAAOl5HAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QD5GAAAy091p2UrV/7///+dJArkAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKaggwDQEAAAA2eQgAAAAyCmoIcAwBAAAALnkIAAAAMgpqCLALAQAAADB5CAAAADIKagiOCQEAAAA0eQgAAAAyCmoIzggBAAAALnkIAAAAMgpqCA4IAQAAADB5CAAAADIKaggvBQEAAAAweQgAAAAyCmoIkAEBAAAAMHkIAAAAMgoqBnAMAQAAADB5CAAAADIKKgbRCAEAAAAweQgAAAAyCioG8wUBAAAANXkIAAAAMgoqBjMFAQAAAC55CAAAADIKKgZzBAEAAAAweQgAAAAyCioGVAIBAAAANXkIAAAAMgoqBpQBAQAAAC55CAAAADIKKgbUAAEAAAAweQgAAAAyCuoDNA0BAAAANXkIAAAAMgrqA3QMAQAAAC55CAAAADIK6gO0CwEAAAAweQgAAAAyCuoDlQkBAAAANXkIAAAAMgrqA9UIAQAAAC55CAAAADIK6gMVCAEAAAAweQgAAAAyCuoDLwUBAAAAMHkIAAAAMgrqA5ABAQAAADB5CAAAADIKqgFwDAEAAAAweQgAAAAyCqoB0QgBAAAAMHkIAAAAMgqqAewFAQAAADR5CAAAADIKqgEsBQEAAAAueQgAAAAyCqoBbAQBAAAAMHkIAAAAMgqqAVACAQAAADZ5CAAAADIKqgGQAQEAAAAueQgAAAAyCqoB0AABAAAAMHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB2SACKAQAACgAGAAAASACKAQAAAAB87xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

c) 记w=( w1,w2,w3,w4)是(00,01,10,11)的极限分布概率,

由 w\*P=w 和 w1+w2+w3+w4=1,

得

![](data:image/x-wmf;base64,183GmgAAAAAAAGARQAkACQAAAAAxRgEACQAAA/kCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAlgERIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gEQAA9QgAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAIcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3WnZStX/v///8EdChgAAAoAAAAAAAQAAAAtAQAACAAAADIKIgg6AAEAAADveQgAAAAyCrIGOgABAAAA78MIAAAAMgrXCDoAAQAAAO55CAAAADIKIgQ6AAEAAADvwwgAAAAyCh0DOgABAAAA78MIAAAAMgpCBToAAQAAAO3DCAAAADIKrQE6AAEAAADswwgAAAAyCnUIUw0BAAAAPcMIAAAAMgp1CPgFAQAAACt5CAAAADIKNQZTDQEAAAA9wwgAAAAyCjUG+AUBAAAAKwAIAAAAMgr1A1MNAQAAAD3DCAAAADIK9QP4BQEAAAArwwgAAAAyCrUBUw0BAAAAPXkIAAAAMgq1AfgFAQAAACt5HAAAAPsCIP8AAAAAAACQAQAAAIYEAgAAy87M5QD5GAAAy091p2UrV/7///+eIwo3AAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK1QhhEAEAAAA0eQgAAAAyCtUISAsBAAAANHkIAAAAMgrVCPcDAQAAADJ5CAAAADIKlQZvEAEAAAAzeQgAAAAyCpUGSwsBAAAANHkIAAAAMgqVBvcDAQAAADLDCAAAADIKVQRxEAEAAAAywwgAAAAyClUERQsBAAAAM8MIAAAAMgpVBPsDAQAAADEACAAAADIKFQJvEAEAAAAxeQgAAAAyChUCRQsBAAAAM8MIAAAAMgoVAvgDAQAAADF5HAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QD5GAAAy091p2UrV/7////BHQoZAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKdQi0CQEAAAA2eQgAAAAyCnUI9AgBAAAALsMIAAAAMgp1CDQIAQAAADB5CAAAADIKdQhtAgEAAAA1eQgAAAAyCnUIrQEBAAAALnkIAAAAMgp1CO0AAQAAADDDCAAAADIKNQayCQEAAAA0eQgAAAAyCjUG8ggBAAAALgAIAAAAMgo1BjIIAQAAADB5CAAAADIKNQZtAgEAAAA1eQgAAAAyCjUGrQEBAAAALnkIAAAAMgo1Bu0AAQAAADB5CAAAADIK9QO/CQEAAAA1wwgAAAAyCvUD/wgBAAAALsMIAAAAMgr1Az8IAQAAADDDCAAAADIK9QNzAgEAAAA0eQgAAAAyCvUDswEBAAAALsMIAAAAMgr1A/MAAQAAADDDCAAAADIKtQG/CQEAAAA1AAgAAAAyCrUB/wgBAAAALnkIAAAAMgq1AT8IAQAAADB5CAAAADIKtQF1AgEAAAA2eQgAAAAyCrUBtQEBAAAALsMIAAAAMgq1AfUAAQAAADB5HAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QD5GAAAy091p2UrV/7///+eIwo4AAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKdQhjDwEAAAB3eQgAAAAyCnUISgoBAAAAd3kIAAAAMgp1CPwCAQAAAHd5CAAAADIKNQZ4DwEAAAB3wwgAAAAyCjUGTQoBAAAAd8MIAAAAMgo1BvwCAQAAAHd5CAAAADIK9QN2DwEAAAB3wwgAAAAyCvUDTgoBAAAAd8MIAAAAMgr1Aw4DAQAAAHd5CAAAADIKtQGCDwEAAAB3wwgAAAAyCrUBTgoBAAAAd3kIAAAAMgq1AQsDAQAAAHcACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdkgAigEAAAoABgAAAEgAigEAAAAA1O8YAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

解得：w=( w1,w2,w3,w4)=(5/22,3/11,3/11,5/22).

d) P(0)=P(0|00)w1+P(0|01)w2+P(0|10)w3+P(0|11)w4

=0.4\*5/22+0.5\*3/11+0.5\*3/11+0.6\*5/22

=1/2

P(1)=1-P(0)=1/2

**IV**. (18 scores) If the discrete no memory channel matrix is

A) ![](data:image/x-wmf;base64,183GmgAAAAAAAOAOQAcACQAAAACxVwEACQAAA+EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAfgDhIAAAAmBg8AGgD/////AAAQAAAAwP///6r///+gDgAA6gYAAAsAAAAmBg8ADABNYXRoVHlwZQAAoAEcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3XqLnQQ/v///yomCrIAAAoAAAAAAAQAAAAtAQAACAAAADIKCAYODgEAAAD68QgAAAAyCpgEDg4BAAAA+vEIAAAAMgooAw4OAQAAAPrxCAAAADIKzAYODgEAAAD78QgAAAAyCrgBDg4BAAAA+fEIAAAAMgoIBkAAAQAAAOp5CAAAADIKmARAAAEAAADq8QgAAAAyCigDQAABAAAA6nkIAAAAMgrMBkAAAQAAAOvxCAAAADIKuAFAAAEAAADpABwAAAD7AoD+AAAAAAAAkAEAAACGBAIAAMvOzOUA+RgAAMtPdeoudBD+////vA8KCAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCkAGEw0BAAAANfEIAAAAMgpABvgLAQAAAC95CAAAADIKQAbLCgEAAAA0eQgAAAAyCkAGrAcCAAAAMTAIAAAAMgpABqMGAQAAAC95CAAAADIKQAaUBQEAAAAxeQgAAAAyCkAG0AICAAAAMTAIAAAAMgpABscBAQAAAC95CAAAADIKQAa4AAEAAAAxMAgAAAAyCgAEiAwCAAAAMTAIAAAAMgoABH8LAQAAAC8wCAAAADIKAARwCgEAAAAxMAgAAAAyCgAENwgBAAAANTAIAAAAMgoABBwHAQAAAC8wCAAAADIKAATvBQEAAAA0MAgAAAAyCgAE0AICAAAAMTAIAAAAMgoABMcBAQAAAC/xCAAAADIKAAS4AAEAAAAx8QgAAAAyCsABiAwCAAAAMTAIAAAAMgrAAX8LAQAAAC8ACAAAADIKwAFwCgEAAAAxMAgAAAAyCsABrAcCAAAAMTAIAAAAMgrAAaMGAQAAAC8wCAAAADIKwAGUBQEAAAAxMAgAAAAyCsABWwMBAAAANTAIAAAAMgrAAUACAQAAAC8wCAAAADIKwAETAQEAAAA0MAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAAAAANTvGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA) B) ![](data:image/x-wmf;base64,183GmgAAAAAAAOAMgAQACQAAAABxVgEACQAAA3kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgATgDBIAAAAmBg8AGgD/////AAAQAAAAwP///8D///+gDAAAQAQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3XqLnQQ/v///ysnCuoAAAoAAAAAAAQAAAAtAQAACAAAADIKEgMCDAEAAAD6AAgAAAAyCiIEAgwBAAAA+wAIAAAAMgqiAQIMAQAAAPl5CAAAADIKEgNAAAEAAADqAAgAAAAyCiIEQAABAAAA6/EIAAAAMgqiAUAAAQAAAOnxHAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QD5GAAAy0916i50EP7///98JgoYAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK6gNDCwEAAAAyeQgAAAAyCuoDIgoBAAAALwAIAAAAMgrqAxMJAQAAADEACAAAADIK6gMPBwEAAAA28QgAAAAyCuoD7gUBAAAALwAIAAAAMgrqA98EAQAAADEACAAAADIK6gPiAgEAAAAzAAgAAAAyCuoDxwEBAAAAL/EIAAAAMgrqA7gAAQAAADEACAAAADIKqgFDCwEAAAAyAAgAAAAyCqoBIgoBAAAALwAIAAAAMgqqARMJAQAAADEACAAAADIKqgEPBwEAAAA2AAgAAAAyCqoB7gUBAAAALwAIAAAAMgqqAd8EAQAAADEACAAAADIKqgHiAgEAAAAzAAgAAAAyCqoBxwEBAAAAL/EIAAAAMgqqAbgAAQAAADF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdkgAigEAAAoABgAAAEgAigEAAAAA1O8YAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

a) please give the types of channel in A) and B), respectively. (2 scores)

b) Please calculate the channel capacities of A) and B), respectively. (16 scores)

解：

a) A:对称信道 B: 准对称信道

b) A: C=log2m-H(4/5,1/10,1/10)

=log23-(0.2575+0.3322+0.3322)

=1.5850-0.9219bit/symbol=0.6631 bit/symbol

B: 分解成如下三个子对称信道矩阵：

B1=![](data:image/x-wmf;base64,183GmgAAAAAAAMADgAQACQAAAABRWQEACQAAAxkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgATAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8D///+AAwAAQAQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdbwJCmi4sSsAwPAYANiUOXWAAT11IhFmUwQAAAAtAQAACAAAADIKEgPmAgEAAAD6eQgAAAAyCiIE5gIBAAAA+3kIAAAAMgqiAeYCAQAAAPl5CAAAADIKEgNAAAEAAADqeQgAAAAyCiIEQAABAAAA63kIAAAAMgqiAUAAAQAAAOl5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlDl1gAE9dSIRZlMEAAAALQEBAAQAAADwAQAACAAAADIKxgMsAgEAAAAzeQgAAAAyCsYDigEBAAAAL3kIAAAAMgrGA7IAAQAAADF5CAAAADIKhgEsAgEAAAAzeQgAAAAyCoYBigEBAAAAL3kIAAAAMgqGAbIAAQAAADF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AUyIRZlMAAAoAOACKAQAAAAAAAAAA2PIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，B2= ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEgAQACQAAAAARXgEACQAAAxkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgASABBIAAAAmBg8AGgD/////AAAQAAAAwP///8D///9ABAAAQAQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3U8fcFO/v///ysnCowAAAoAAAAAAAQAAAAtAQAACAAAADIKEgOuAwEAAAD6eQgAAAAyCiIErgMBAAAA+9MIAAAAMgqiAa4DAQAAAPnTCAAAADIKEgNAAAEAAADqeQgAAAAyCiIEQAABAAAA69MIAAAAMgqiAUAAAQAAAOnTHAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QD5GAAAy091PH3BTv7///8UHwoWAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK6gPoAgEAAAA2eQgAAAAyCuoDxwEBAAAAL9MIAAAAMgrqA7gAAQAAADF5CAAAADIKqgHoAgEAAAA2eQgAAAAyCqoBxwEBAAAAL3kIAAAAMgqqAbgAAQAAADHTCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdkgAigEAAAoABgAAAEgAigEAAAAA1O8YAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，B2= ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEgAQACQAAAAARXgEACQAAAxkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgASABBIAAAAmBg8AGgD/////AAAQAAAAwP///8D///9ABAAAQAQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3U8fcFO/v///48mChAAAAoAAAAAAAQAAAAtAQAACAAAADIKEgOnAwEAAAD6eQgAAAAyCiIEpwMBAAAA+3kIAAAAMgqiAacDAQAAAPnTCAAAADIKEgNAAAEAAADqeQgAAAAyCiIEQAABAAAA69MIAAAAMgqiAUAAAQAAAOnTHAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QD5GAAAy091PH3BTv7////3JAoHAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK6gPoAgEAAAAy0wgAAAAyCuoDxwEBAAAAL3kIAAAAMgrqA7gAAQAAADHTCAAAADIKqgHoAgEAAAAyAAgAAAAyCqoBxwEBAAAAL3kIAAAAMgqqAbgAAQAAADHTCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdkgAigEAAAoABgAAAEgAigEAAAAA1O8YAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

其中 N1=1/3, M1=2/3; N2=1/6, M2=1/3; N3=1/2, M3=1.

C=log2n-H(1/6,1/3,1/2)-N1logM1-N2logM2 –N3logM3

=log22-(0.5+0.5283+0.4308)+1/3log3/2+2/3log3/2

=1-1.459+0.1950+0.39bit/symbol=0.126bit/symbol

**V**. (18 scores)If the probability distribution of one DMS is:

![](data:image/x-wmf;base64,183GmgAAAAAAAGATAAUACQAAAABxSAEACQAAA9UBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAVgExIAAAAmBg8AGgD/////AAAQAAAAwP///6P///8gEwAAowQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKbBEAABQAAABMCmwQREwUAAAAUAmUAQAAFAAAAEwJlABETHAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QD5GAAAy091xNvtJP7////yHgoGAAAKAAAAAAAEAAAALQEBAAgAAAAyCioEexIBAAAAMXkIAAAAMgoqBLsRAQAAAC55CAAAADIKKgT7EAEAAAAweQgAAAAyCioE9w4BAAAAMXkIAAAAMgoqBDcOAQAAAC55CAAAADIKKgR3DQEAAAAwEggAAAAyCioEYQsBAAAAMhIIAAAAMgoqBKEKAQAAAC4SCAAAADIKKgThCQEAAAAweQgAAAAyCioEywcBAAAAMnkIAAAAMgoqBAsHAQAAAC55CAAAADIKKgRLBgEAAAAwEggAAAAyCioEKQQBAAAANHkIAAAAMgoqBGkDAQAAAC55CAAAADIKKgSpAgEAAAAweRwAAAD7AiD/AAAAAAAAkAEAAACGBAIAAMvOzOUA+RgAAMtPdcTb7ST+////nSQKcgAACgAAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCkoCHBIBAAAANXkIAAAAMgpKApgOAQAAADR5CAAAADIKSgILCwEAAAAzMwgAAAAyCkoCdwcBAAAAMnkIAAAAMgpKAtoDAQAAADEzHAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QD5GAAAy091xNvtJP7////yHgoHAAAKAAAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKKgQ8AAEAAABQEggAAAAyCuoBXBEBAAAAYXkIAAAAMgrqAdENAQAAAGF5CAAAADIK6gFLCgEAAABheQgAAAAyCuoBswYBAAAAYXkIAAAAMgrqASQDAQAAAGF5CAAAADIK6gE0AAEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAgAAAHzvGAAEAAAALQECAAQAAADwAQEAAwAAAAAA)

a) Please provide the Fenno coding that making sensible and the unique Huffman coding. (10 scores)

b) Please calculate both average code lengths. (4 scores)

c) Please calculate the coding efficiency of both coding methods, respectively. (4 scores)

解：

a) Fenno Coding:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| X | P |  |  |  | code |
| a1 | 0.4 | 0 |  |  | 0 |
| a2 | 0.2 | 1 | 0 | 0 | 100 |
| a3 | 0.2 | 1 | 101 |
| a4 | 0.1 | 1 | 0 | 110 |
| a5 | 0.1 | 1 | 111 |

Huffman Coding:

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| X | P |  |  |  |  |  |  |  | code |
| a1 | 0.4 |  | 0.4 |  | 0.4 |  | 0.6 | 0 | 1 |
| a2 | 0.2 |  | 0.2 |  | 0.4 | 0 | 0.4 | 1 | 01 |
| a3 | 0.2 |  | 0.2 | 0 | 0.2 | 1 |  |  | 001 |
| a4 | 0.1 | 0 | 0.2 | 1 |  |  |  |  | 0000 |
| a5 | 0.1 | 1 |  |  |  |  |  |  | 0001 |

b) Fenno coding: K=1\*0.4+3\*0.2+3\*0.2+3\*0.1+3\*0.1=2.2bit/symbol

Huffman coding: K=1\*0.4+2\*0.2+3\*0.2+4\*0.1+4\*0.1=2.2bit/symbol

c) H(X)=-(0.4log0.4+0.4log0.2+2\*0.1log0.1)bit/symbol

=0.5288+0.9288+0.6644bit/symbol

=2.122bit/symbol

由于两种编码方法平均码长相同，其编码效率都为

![](data:image/x-wmf;base64,183GmgAAAAAAAGAQwAYACQAAAACxSAEACQAAA9wBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAZgEBIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gEAAAdQYAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAEcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAPkYAADLT3VJRiaJ/v///1gnCloAAAoAAAAAAAQAAAAtAQAACAAAADIKLQakBwEAAAAl5wgAAAAyCi0GJAYCAAAANDUIAAAAMgotBmQFAQAAAC4ACAAAADIKLQbkAwIAAAA5NggAAAAyCu0DUw8BAAAAJQAJAAAAMgrtAxMNAwAAADEwMAAIAAAAMgrtA6UKAQAAADIwCAAAADIK7QPlCQEAAAAuAAgAAAAyCu0DJQkBAAAAMnkIAAAAMgrtAwQIAQAAAC8ACQAAADIK7QNkBQMAAAAxMjIACAAAADIK7QOkBAEAAAAuMggAAAAyCu0D5AMBAAAAMgAIAAAAMgqVAS4NAQAAACUACQAAADIKlQHuCgMAAAAxMDAACAAAADIKlQHyBgEAAAAvMggAAAAyCpUBDQYBAAAAKTUIAAAAMgqVATkEAQAAACgnHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAAy091SUYmif7///9gJArOAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKLQZfAgEAAAA9NQgAAAAyCu0D2QsBAAAAtDAIAAAAMgrtA18CAQAAAD0ACAAAADIKlQG0CQEAAAC0AAgAAAAyCpUBywEBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAADLT3VJRiaJ/v///1gnClsAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqVAR8IAQAAAEs2CAAAADIKlQH5BAEAAABYAAgAAAAyCpUBXAMBAAAASDAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAADLT3VJRiaJ/v///2AkCs8AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqVAQoAAQAAAGgACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdkgAigEAAAoABgAAAEgAigEAAAAA1O8YAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

**VI**. (9 scores) If the generating matrix of (6,3) linear block code is:

G=![](data:image/x-wmf;base64,183GmgAAAAAAAAANQAcACQAAAABRVAEACQAAA5kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAcADRIAAAAmBg8AGgD/////AAAQAAAAwP///6r////ADAAA6gYAAAsAAAAmBg8ADABNYXRoVHlwZQAAoAEcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3WnvVcr/v///48mCnQAAAoAAAAAAAQAAAAtAQAACAAAADIKCAYiDAEAAAD6AAgAAAAyCpgEIgwBAAAA+gAIAAAAMgooAyIMAQAAAPp5CAAAADIKzAYiDAEAAAD7AAgAAAAyCrgBIgwBAAAA+QAIAAAAMgoIBkAAAQAAAOoACAAAADIKmARAAAEAAADqAAgAAAAyCigDQAABAAAA6nkIAAAAMgrMBkAAAQAAAOsACAAAADIKuAFAAAEAAADpeRwAAAD7AoD+AAAAAAAAkAEAAACGBAIAAMvOzOUA+RgAAMtPdae9Vyv+////9h4KYgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCkAGXAsBAAAAMQAIAAAAMgpABkAJAQAAADAACAAAADIKQAYkBwEAAAAxAAgAAAAyCkAGCAUBAAAAMQAIAAAAMgpABuwCAQAAADAACAAAADIKQAbQAAEAAAAwAAgAAAAyCgAEXAsBAAAAMQAIAAAAMgoABEAJAQAAADEACAAAADIKAAQkBwEAAAAwAAgAAAAyCgAECAUBAAAAMHkIAAAAMgoABOwCAQAAADEACAAAADIKAATQAAEAAAAwAAgAAAAyCsABXAsBAAAAMAAIAAAAMgrAAUAJAQAAADEACAAAADIKwAEkBwEAAAAxAAgAAAAyCsABCAUBAAAAMAAIAAAAMgrAAewCAQAAADAACAAAADIKwAHQAAEAAAAxAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAAAAAHzvGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)

a) Provide the code of the message M=(100). (3 scores)

b) Calculate all (6,3) linear block codes and the minimum Hamming distance. (6 scores)

解：

a) x=(100)\* ![](data:image/x-wmf;base64,183GmgAAAAAAAAANQAcACQAAAABRVAEACQAAA5kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAcADRIAAAAmBg8AGgD/////AAAQAAAAwP///6r////ADAAA6gYAAAsAAAAmBg8ADABNYXRoVHlwZQAAoAEcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAADLT3VVBvww/v///3oiChYAAAoAAAAAAAQAAAAtAQAACAAAADIKCAYiDAEAAAD6zwgAAAAyCpgEIgwBAAAA+nkIAAAAMgooAyIMAQAAAPoACAAAADIKzAYiDAEAAAD7AAgAAAAyCrgBIgwBAAAA+QAIAAAAMgoIBkAAAQAAAOoACAAAADIKmARAAAEAAADqAAgAAAAyCigDQAABAAAA6gAIAAAAMgrMBkAAAQAAAOvPCAAAADIKuAFAAAEAAADpABwAAAD7AoD+AAAAAAAAkAEAAACGBAIAAMvOzOUA+RgAAMtPdVUG/DD+/////CEKpwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCkAGXAsBAAAAMQAIAAAAMgpABkAJAQAAADB5CAAAADIKQAYkBwEAAAAxzwgAAAAyCkAGCAUBAAAAMQAIAAAAMgpABuwCAQAAADAACAAAADIKQAbQAAEAAAAwAAgAAAAyCgAEXAsBAAAAMQAIAAAAMgoABEAJAQAAADHPCAAAADIKAAQkBwEAAAAweQgAAAAyCgAECAUBAAAAMAAIAAAAMgoABOwCAQAAADHPCAAAADIKAATQAAEAAAAwzwgAAAAyCsABXAsBAAAAMM8IAAAAMgrAAUAJAQAAADHPCAAAADIKwAEkBwEAAAAxAAgAAAAyCsABCAUBAAAAMAAIAAAAMgrAAewCAQAAADAACAAAADIKwAHQAAEAAAAxAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHZIAIoBAAAKAAYAAABIAIoBAAAAANTvGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)=(101110)

b) x1=(000)\*G=(000000);

x2=(001)\*G=(001101);

x3=(010)\*G=(010011)

x4=(100)\*G=(100110);

x5=(011)\*G=(011110);

x6=(110)\*G=(110101)

x7=(101)\*G=(101011);

x8=(111)\*G=(111000)

计算不同码之间的Hamming距离，可得最小Hamming距离为：

d=min{xi-xj}=min{3,4}=3.