近些年，数据驱动的深度学习方法开启了新的人工智能研究热潮，并且在计算机视觉[1]、自然语言处理[2, 3]与语音识别[4, 5]等领域取得了远超传统方法的丰硕成果。深度学习属于机器学习的一支，是一种利用深度神经网络作为假设空间的机器学习方法。目前常用的深度神经网络结构主要有广泛应用于计算机视觉领域的深度卷积神经网络（Convolutional Neural Network，CNN）、应用于自然语言处理领域的循环神经网络[6]（Recurrent Neural Network，RNN）和用于无监督学习的深度置信网络[7, 8]（Deep Belief Network）。由于本文主要应用深度卷积神经网络，因此仅以CNN为例简单介绍深度学习的研究进展。

上世纪90年代，Yann LeCun以图像中的卷积算子为基础提出了原始的卷积神经网络结构，并在一些简单的计算机视觉任务中取得了很好的效果[9]。2012年，Hiton实验室提出了具有8个卷积层的深度卷积神经网络结构——Alex Net[10]，并一举取得了ImageNet图像分类大赛的冠军，其Top 5的分类准确率达到16.4%，远超传统方法，由此开启了深度学习的大门。Alex Net将多个卷积层相互堆叠的网络结构实现特征复用，提高模型效率，并将传统神经网络中的softmax激活函数换成了relu函数，基本解决了梯度消失问题，使得模型可以端到端的进行训练。

2014年，19层的深度卷积神经网络——VGG夺得了当年ImageNet的冠军[11]，Top 5的分类准确率达到7.3%。VGG与Alex Net的网络结构相差不大，都是采用卷积层加全连接层的网络结构，只是VGG用预训练的方式实现了更深的网络结构，并选择了更小的卷积核。

2015年，何恺明提出了152层的深度残差网络[12]（ResNet），ResNet借鉴了传统计算机视觉中的残差表示法，在卷积层上加入了直连通道。ResNet卷积层的卷积层不再简单拟合特征映射，而是拟合特征映射的残差，进一步提高了模型拟合效率。同时直连通道的引入也使得梯度可以直接回传到每一层特征映射，进一步解决了梯度消失的问题，甚至已经使得其突破了网络深度的限制，1000余层的ResNet也可有效训练。ResNet不仅是2015年ImageNet的冠军，而且其Top 5的分类准确率达到了3.57%，超越了人类的识别精度。

2017年，Dense Net吸收了ResNet的思想，在每一层之间均加入了直连通道，使得模型精度得到进一步的提升[13]。

CNN网络结构的快速发展，推动了很多计算机视觉其他领域的突破。基于深度卷积神经网络的方法在物体检测，语义分割，视频跟踪，图像风格化等[14-18]很多任务上均实现了对传统方法的突破。

由于电力系统的潮流矩阵也像图像一样属于典型的矩阵结构数据，近些年也有将CNN应用于电力系统的很多尝试，在故障检测[19]，负荷预测[20]，暂态稳定评估等领域[21]也已经得到了广泛应用，并取得了一定的突破。目前将深度神经网络应用于电压控制的研究还处于起步阶段，相关文献较少。
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